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1. STATEMENT OF THE PROBLEM AND BASIC NOTATION

In the present paper, we consider the boundary value problem

u'(t) = £(u)(t) + F(u)(t), (L.1)
u(a) = u(b), (1.2)

where ¢ : C([a,b]; R) — L(Ja,b]; R) is a linear bounded operator and F' : C([a,b]; R) — L([a,b]; R)
is a continuous operator, not necessarily linear.

This problem, which is the subject of numerous studies, has long been attracting mathematicians’
attention. Interesting results about its solvability can be found, e.g., in [1-11]. Nevertheless,
problem (1.1), (1.2) has not been completely analyzed yet even for the linear case, in which Eq. (1.1)

has the form
u'(t) = L(u)(t) + g(t). (1.3)

In a sense, we fill the gap. More precisely, new effective criteria for the solvability and unique
solvability of problems (1.3), (1.2) and (1.1), (1.2) are given in Sections 2 and 3. In Section 4,
we construct examples justifying the optimality of these criteria. The results are further specialized
for the equations

with deviating arguments.
We use the following notation:
R is the set of real numbers;
R, = [07 —|—OO[;
C([a,b]; R) is the space of continuous functions  : [a,b] — R with the norm

ulle = max{|u(t)| : a <t <b};

C +)={ueC(a,b];R) : u(t) >0 fort € [a,b]};

Co([a,b]; R) = {u € C([a,b; R) : u(a) = u(b)};

C([a,b]; R) is the set of absolutely continuous functions u : [a,b] — R;

L R) is the space of Lebesgue integrable functions p : [a,b] — R with the norm

T
K~
N &

b
ol = / 1p(s)ds;

L(la,b ) = {p € L(a, b R) 5 p(t) = 0 for ¢ € Ja, b[ }
My, 18 the set of measurable functions 7 : [a,b] — [a, b];
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ON THE PERIODIC BOUNDARY VALUE PROBLEM 345

Ty s the set of linear positive operators h : C([a,b]; R) — L([a,b]; R), that is, linear operators
that map C ([a,b]; Ry ) into L ([a,b]; R );
Fap 1s the set of continuous operators F : C([a, b]; R) — L([a,b]; R) such that

sup{[F(v)(")] : [vlle <r} € L([a,b]; Ry)

for arbitrary r > 0;
[ply =27 (pl +p);  [p]- =27"(Ip| = p);

b
Jy 5/ [p(s)]+ds.

Throughout the following, we assume that ¢ : C([a,b]; R) — L(Ja,b]; R) is a linear bounded
operator, F' € F#u, p,g € L([a,b];R), T,u € My, and f : [a,b] X R* — R satisfies the local
Carathéodory conditions. We deal with solutions of problem (1.1), (1.2) in the space C([a,b]; R).

2. THE LINEAR PROBLEM

Theorem 2.1. Let

E - 60 - 61, Eo,fl € %b) (21)

and let the inequalities
1MW), <1, (2.2)
e / (= 1161, < 16, < 2+2(1 = [G)]l,)"* (2.3)

be valid for some i,j € {0,1}, where i # j. Then problem (1.3), (1.2) has a unique solution.

Corollary 2.1. Suppose that either J, <1 and J./(1—=J,) < J_ <2+4+2(1— J+)1/2, orJ_<1
and J_ /(1 —J_) < Jp <2+42(1— J,)1/2. Then problem (1.4), (1.2) has a unique solution.

Remark 2.1. Let H be the set of pairs (z,y) € R, x R, such that either 0 < z < 1 and
r/(l-2)<y<2+201—-2)Y2,,or0<y<landy/(l—y) <z <2+2(1—y)Y2% It follows
from Theorem 2.1 that if (||¢o(1)]|,,[[¢1(1)||,) € H, then problem (1.3), (1.2) is uniquely solvable.
In Section 4, we consider examples showing that, for any pair (xg,yo) ¢ H, there exist functions

p,g € L([a,b];R) and T € .#; such that yo = J,, zo = J_, and problem (1.4), (1.2) has no
solutions.

Theorem 2.2. Let condition (2.1) be satisfied, and let the inequalities

oM, <1, [l <1, (2.4)
G /A =16 < 1€MW, , (2.5)
og(t) >0 for te€la,bl, g(t)#0, (2.6)

be valid for some o € {—1,1} and i,j € {0,1}, where i # j. Then problem (1.3), (1.2) has a unique
solution u such that

o(=1)u(t) >0 for te€la,bl. (2.7)

Proof of Theorem 2.1. Let ¢ = 0 and j = 1. The case in which ¢ = 1 and j = 0 can be
treated in a similar way.

By Theorem 1.1 in [8], it suffices to show that the homogeneous equation

W/ (t) = £(u) () (2.8)
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does not have nontrivial solutions satisfying condition (1.2). Suppose the contrary: problem (2.8),
(1.2) has a nontrivial solution u. We first suppose that u has a constant sign. Without loss of

generality, we assume that u(t) > 0 for ¢ € [a,b]. We set
m = min{u(t) : a <t <b}, M = max{u(t): a <t <b} (2.9)
and take t1,%, € [a, b] such that
u(ty) =m, u(ty) = M. (2.10)

Obviously, t; # t,, since otherwise we would have |[¢o(1)||, = [[¢1(1)]|, by virtue of (2.8) and (1.2),
which contradicts the first inequality in (2.3). Consequently, either

t) < to, (2.11)

or
ty <ty (2.12)

If inequality (2.11) is valid, then, by integrating (2.8) from ¢; to ¢t and by taking account of (2.1),
(2.9), and (2.10), we obtain

M—mz/%w@—MWMMSM/%M@@SMMWM~

Now suppose that (2.12) holds. Then, by integrating (2.8) from a to t, and from t; to b and by
taking account of (2.1), (2.9), and (2.10), we obtain

M —u(a) < M/Eo(l)(s)ds, u(b) —m < M/fo(l)(s)ds.

By summing the last two inequalities and by using (1.2), we obtain
M —m < Ml6(1)],. (2.13)

Consequently, in both cases, inequality (2.13) is valid.
On the other hand, by integrating (2.8) from a to b, we obtain

/b to(u)(s)ds = / 0, (u)(s)ds.

This, together with (2.9), implies that
m G (D, < M [[eo(D]], - (2.14)
By (2.13) and the first inequality in (2.3), we arrive at a contradiction:
M < M ([l + @), /16(D)]]) < M. (2.15)
Now suppose that u changes its sign. We set
m = —min{u(t) : a <t <b}, M = max{u(t): a <t <b} (2.16)
and take «, § € [a,b] such that
u(a) =M, u(f) = —m. (2.17)
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Without loss of generality, we can assume that o < (. By integrating (2.8) over the intervals [«, (],
[a,a], and [3,b] and by taking account of (2.1) and (2.17), we obtain

B B
m <M / s)ds + m/fo(l)(s)ds, (2.18)
) < ]\_4/ s)ds +m/€1(1)(s)ds, (2.19)

b b
w(b) +m < M / to(1)(s)ds + / £, (1)(s)ds. (2.20)

B B
If we add the last two inequalities, then we obtain

M+m<M eo ds—i—m/€1 (2.21)

where I = [a,b]\ |a, 5. It follows from (2.18) and (2.21) that
M(1—-C) <m(A-1), m(l1— D)< M(B—1), (2.22)

where A = [, £,(1)(s)ds, B = ff 01(1)(s)ds, C = [, £4y(1)(s)ds, and D = fﬁ l5(1)(s)ds. On the
other hand, by (2.2), C <1 and D < 1; therefore, it follows from (2.22) that A >1, B > 1, and

(1-C)(1-D)<(A-1)(B-1). (2.23)

Now, by taking account of the inequalities (1 — )(1 —D)>1—-(C+D)=1-|t(1)], and
4A-1)(B-1) < (A+B-2)?>= (|6(V)]|, — 2)?, from (2.23), we obtain 4 (1 — (D)) <
(II6x ()|, — 2)%, which contradicts condition (2.3). The proof of the theorem is complete.

Proof of Corollary 2.1. We set £(u)(t) = p(t)u(r(t)), lo(u)(t) = [p(t)]+u(r(t)), and £1(u)(t) =
[p(t)]—u(7(t)). Then Eq. (1.4) acquires the form (1.1), where ¢ satisfies condition (2.1). On the

other hand, obviously, under the assumptions of Corollary 2.1, the operators ¢, and ¢; satisfy
inequalities (2.2) and (2.3) for some 4, j € {0,1}. The proof of the corollary is complete.

Proof of Theorem 2.2. Without loss of generality, we assume that ¢ = —1 and ¢ = 0.
By Theorem 2.1 and conditions (2.4) and (2.5), problem (1.3), (1.2) has a unique solution u.
We first show that u(t) # 0 for @ < ¢t < b. Suppose the contrary: u has at least one zero.

We define the numbers m and M by relations (2.16) and choose a,3 € [a,b] so as to satisfy
condition (2.17). By (2.6), u(t) # 0. Therefore,

m >0, M >0, m+ M > 0. (2.24)

Suppose that § < a. By integrating (1.3) from 3 to o and by taking account of (2.1), (2.6), (2.16),
and (2.17), we obtain

[e%

= [t - / fiw)(s)ds + [ gls)ds < M oD, +m 6D,
B B

This, together with (2.4) and (2.24), leads to a contradiction: M + m < M + m. Now we
suppose that a < (. By integrating (1.3) from a to « and from 3 to b and by taking account
of (2.1), (2.6), (2.16), and (2.17), we obtain inequalities (2.19) and (2.20); adding these, we see that
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inequality (2.21) is valid. From (2.4) and (2.24), we obtain the contradiction M +m < M + m.
Consequently, u(t) # 0 for ¢ € [a, b].

Now let us show that u satisfies condition (2.7). Suppose the contrary: u(t) > 0 for ¢ € [a, b].
We define the numbers m and M by (2.9) and choose t1, 5 € [a,b], t; # t2, s0 as to satisfy (2.10).

Arguing as in the proof of Theorem 2.1 and taking account of (2.6), we obtain (2.13). On the other
hand, the integration of (1.3) from a to b with regard to (2.6) leads to the inequality

/bfl(u)(s)ds < /béo(u)(s)ds.

This, together with (2.9), implies (2.14), which, with regard to (2.13) and (2.5), leads to the
contradiction (2.15). This completes the proof of the theorem.

3. THE NONLINEAR PROBLEM

Theorem 3.1. Let condition (2.1) be satisfied. Suppose that there exist i,5 € {0,1} and ¢
belongs to L ([a,b]; Ry) such that i # j,
1l <1 6@, /A= GMmI) < 14, <20 =[Gl (3.1)
and the inequality ‘
(1) F(v)(t)sgno(t) < q(t) (3.2)

<
is valid almost everywhere on [a,b] for each v € Cy([a,b]; R). Then problem (1.1), (1.2) has at least
one solution.

Corollary 3.1. Suppose that there exists a function q € L ([a,b]; Ry) such that either
ft@,y)sgny < q(t) for telab, zyeR,
Jo<1,  J/(A-J)<J <2(1-J)",

or
f(t,z,y)sgny > —q(t) for tecla,b], =z,y€R,

Jo<1,  JJA-J)<J.<201-J)"%.
Then problem (1.5), (1.2) has at least one solution.

Theorem 3.2. Let condition (2.1) be satisfied, and let inequalities (3.1) be wvalid for some
i,j € {0,1}, where i # j. Moreover, suppose that

(=1 [F(u)(t) = F (9) ()] sgn (v(t) — 9(t)) <0 (3-3)

almost everywhere on [a,b] for any v,v € Cy([a,b]; R). Then problem (1.1), (1.2) has ezactly one
solution.

Remark 3.1. Conditions (3.1) are optimal and cannot be weakened.
To prove Theorem 3.1, we need the following assertion.

Lemma 3.1. Suppose that there exists a function £* € L([a,b]; R) such that the inequality
[C(u) ()] < € @)]ullc (3.4)

is valid for an arbitrary function u € C([a,b]; R) almost everywhere on [a,b]. Moreover, suppose
that there exists an v > 0 such that, for each \ € [0,1], an arbitrary solution of the differential

equation
u'(t) = L(u)(t) + AF(u)(t) (3.5)
satisfying condition (1.2) can be estimated as
ulle <. (3.6)
Then problem (1.1), (1.2) has at least one solution.

DIFFERENTIAL EQUATIONS Vol. 39 No.3 2003



ON THE PERIODIC BOUNDARY VALUE PROBLEM 349

This lemma is a special case of Corollary 2 in [7].
Now consider the differential inequality

(u'(t) = £(u)(t)) sgnu(t) < q(t), 3.7)

where g € L ([a,b]; R;). A function u € C’([a, bl; R) is referred to as a solution of problem (3.7),
(1.2) if it satisfies condition (1.2) and satisfies the differential inequality (3.7) almost everywhere
on [a,b].

Lemma 3.2. Let the operator £ satisfy the assumptions of Theorem 3.1. Then there exists
a positive constant ro such that, for each function q € L([a,b]; Ry), an arbitrary solution u of

problem (3.7), (1.2) admits the estimate (3.6), where r = ro||q||L.

Proof. Let us prove the lemma for ¢ = 0 and j = 1. For ¢ = 1 and j = 0, the proof can be
performed in a similar way. We set

L+ [6@), n L+ 6@,
1l @ =ML = 6@l 1= [[e()], — (1/4) [z
Let ¢ € L([a,b]; R) be an arbitrarily given function, and let u be some solution of problem (3.7),
(1.2). Without loss of generality, we can assume that u(t) # 0. We first suppose that u has a
constant sign. Let m = min{|u(t)| : a <t <b}, M = max{|u(t)| : a <t <b}, and t,t5 € [a,b] be
numbers such that t; # 5, |u (t1)| = m, and |u (t2)| = M. Then, by (2.1) and (3.7), we have
u(®)]" < Mlo(1)(t) — mli(1)(t) + q(2). (3.9)

Obviously, one of conditions (2.11) and (2.12) is satisfied. If condition (2.11) is valid, then, by
integrating inequality (3.9) from ¢; to t5, we obtain

r=rollglle.  (3:8)

To =

M- m<M/& %—m/& @+/(WBSM%WM+MM

If condition (2.12) holds, then the integration of inequality (3.9) from a to t; and from ¢; to b
implies that

\u]<M/% @+/(ﬁm \MM—m§M}&@@%+}ﬂW&

By adding the last two inequalities, we obtain
M —m < M |[6(1)]|; + llgllz- (3.10)

Consequently, inequality (3.10) is valid in both cases considered above.

By integrating (3.9) from a to b, we obtain the inequality m ||¢,(1)||, < M |[¢o(1)]|,+1¢||r, which,
together with (3.10), implies that M (| (1)]], (1 — [f6(D)]],) = [4]l,) < lglle (1 + [[Ex(1)] ). Now
it follows from (3.8) that the estimate (3.6) is valid.

Now we suppose that u changes its sign. We set

u(t) if a<t<b
u(t):{u(t_b+a) if b<t<2b—a,

_ [ i(u)(t) for t € [a,b] .

G (a)(t) = {fi(u)(t—b-i-a) for telb,20—al, +=01
o [a) for t € a,b]
q(t)_{q(t—b—i—a) for t€]b,2b— al.
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Obviously, @u(a) = u(b) = @(2b — a), and the inequality

(@(t) = o (@)(t) + I (@)(1)) sgn(t) < q(t) (3.11)

is valid almost everywhere on [a, b].
Let m = —min{u(t): a <t<2b—a}and M = max{u(t): a <t <2b—a}. Then there exist
ag, by € [a,2b — a] (k= 1,2) such that oy, <ty (k=1,2), [0, 1] N[, ta] = @,

(tl—a1)+(t2—a2)§b—a,

and
u(t) <0 for ay<t<t, w(t)=-m,  u(aw)=0, (3.12)
a(t) >0 for ay <t<ty, u(ty) = M, U (o) =0. .

By integrating (3.11) from «; to t; and from «y to t; and by taking account of (3.12), we obtain

m < /61 ds+m/€0 ds+/ q(s)ds,

“ (3.13)

M < /60 ds+m/€1 ds—l—/ q(s)ds.

Q2

Note that f(z g(s)ds < |lq|lr (i = 1,2) and there exist nonempty sets I, C [a,b] (k = 1,2) such
that 1, NI, = @ and [* £,(1)(s)ds = [, £,(1)(s)ds (n = 0,1; k = 1,2). Therefore, it follows
from (3.13) that m(1 — C) < MA+ ||q|| and M(l — D) <mB+ ||q||, where A = [, £,(1)(s)ds,
B = [ 6(1)(s)ds, C = [, Lo(1)(s)ds, and D = [} £y(1)(s)ds. Consequently,

1-C)(1- D)
(1-C)(1- D)

(mB + lglle) + llall(1 = D) < mAB + gl (A + 1),
(MA+lqlle) + llgll(1 = C) < MAB + |lql|(B + 1).

=3

<A
<B

However, since 4AB < (A + B)* < ||€1(1)||2L and (1—-C)(1—D) >1—||{y(1)|,, it follows that

n< (L+ 6l elgle, M <O+ [6DL)ellgl,

where g = (1 — [[6o(1)]l, — (1/4) [6:(1)][2) . Now, by (3.8), the validity of the estimate (3.6)
becomes obvious, which completes the proof of the lemma.

Proof of Theorem 3.1. First, we note that, by (2.1), the operator ¢ satisfies condition (3.4),
where £*(t) = o(1)(t) + €1 (1)(1).

Let r¢ be the positive constant occurring in Lemma 3.2, and let r = r¢||¢g||.. By Lemma 3.1, to
prove the theorem, it suffices to show that, for each A € [0, 1], an arbitrary solution of problem (3.5),
(1.2) admits the estimate (3.6).

By condition (3.2), an arbitrary solution of problem (3.5), (1.2) is also a solution of prob-
lem (3.7), (1.2) provided that A € [0,1]. On the other hand, by Lemma 3.2, each solution of
problem (3.7), (1.2) admits the estimate (3.6). The proof of the theorem is complete.

If £(u)(t) = p(t)u(r(t)) and F(u)(t) = f(¢,u(u(t)),u(t)), then Theorem 3.1 implies Corollary 3.1.

Proof of Theorem 3.2. By (3.3), condition (3.2) with ¢(¢) = |F'(0)(¢)| is valid. Consequently,

by Theorem 3.1, problem (1.1), (1.2) is solvable. It remains to show that it has at most one
solution. Let u; and u, be arbitrary solutions of that problem, and let u(t) = uq(t) — u;(t). Then,

by condition (3.3), the function u is a solution of problem (3.7), (1.2) with ¢(¢) = 0. This, together
with Lemma 3.2, implies that u(t) =0, i.e., us(t) = u;(t). The proof of the theorem is complete.
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4. ON REMARKS 2.1 AND 3.1
On Remark 2.1

Let (zo,y0) ¢ H. Then, obviously, (vo,x0) & H; i.e., it suffices to consider the case in which
Yo > To. Note also that if, for some p € L([a,b]; R) and 7 € #,, the problem

u'(t) = p()u(r(t),  ula) =u(b) (4.1)

has a nontrivial solution, then there exists a function g € L([a, b]; R) such that problem (1.4), (1.2)
has no solution. Accordingly, the functions p and 7 in the examples below are constructed so as to
ensure that problem (4.1) has a nontrivial solution and

J+ = Yo, J_ = ZTo. (42)

Example 4.1. Let zo € [0,1] and yo > 2 + 2y/1 —xz,. We take k € [0,1] such that
4k/(k+1)> =xp and set a =0,b=5, c =y — 4/(k + 1), and

1 for te€[0,1JU[B—k)/(k+1),4—FKklUI[5— kD5
7(t) = 3  for tel]l,(3—k)/(k+1)[
4—Fk for teld—kb5—k[,

1/(k+1) for t€]0,1[U[3,4—kUI[5—k,5]
() = 1/(1—k) for te]l,(3—Fk)/(k+1)]
b —1/(k+1) for te|(3—k)/(k+1),3|
c for teld—k,5—k.

One can readily see that ¢ > 0, relation (4.2) is valid, and the function

t+k if 0<t<1
2+k—t if 1<t<3
ult)=q t+k—4 if 3<t<4—-k
0 if 4—k<t<b-—-k
t+k—5 if 5—k<t<5,
is a nontrivial solution of problem (4.1).
Example 4.2. Let zg > 1,y > 1, a =0, b =4, and
: -1 if 0<t<1
0 if 0<t«1 .
T(t):{l if 1<1<3  p()=q 1770 it
. 0 —
4 it 3<t=d, 1 if 3<t<4
1—¢t if 0<t<1
Then relation (4.2) is valid, and the function u(t) = 0 if 1<t¢<3, isa solution of prob-
t—3 if 3<t<4

lem (4.1).
Example 4.3. Let 25 € ]0,1], =

< o

and to if 0<t<l1
_Jt 1 t <

T<t)_{1 i 1<t<2,

Then t, € [0, 1], relation (4.2) is valid, and the function

o/ (1 —z0),a=0,b=2,t =1/yo — (1 — x9) /0,

[ oy if 0<t<1
p(t)_{—xo i 1<t<2

YW=V 24 (1 —m) Jao—t if 1<t <2,

is a nontrivial solution of problem (4.1).

DIFFERENTIAL EQUATIONS Vol. 39 No.3 2003



352 LOMTATIDZE et al.

On Remark 3.1
Let a=0,b=4,¢€]0,1[, and

(3 for te[0,2-2/2U[3.4]
T(t)_{l for te€]2—¢/2,3],
[ -1 for te€]0,1{U]2—-¢/2,3[U]4—¢/2,4]
p(t)_{ 0 for te]l,2—e/2[U]3,4—¢/2[,
0 for t€]0,1[U]2—¢/2,3[U]4 —¢e/2,4]
h(t)=1 1/(2—1t) for te]l,2—¢/2]
1/(4—t) for te]3,4—¢/2[.

t if 0<t<1
Obviously, J_ =2+ ¢, J, =0, and the function u(t) =< 2—t if 1<¢<3 isa nontrivial
t—4 if 3<t<4

solution of the problem u/'(t) = p(t)u(7(t)) — h(t)u(t), u(a) = u(b).
Consequently, there exists a function g € L(]a, b[; R) such that the problem

u'(t) = p(t)u(r(t)) — h(t)u(t) +g(t),  ula) =u(b),

has no solution. In other words, problem (1.1), (1.2) with £(v)(t) = —4,(v)(t) = p(t)v(r(t)),
lo(v)(t) =0, and F(v)(t) = —h(t)v(t) + g(t) has no solution even though the operator F' satisfies
condition (3.2). Consequently, the second inequality in (3.1) cannot be replaced by the inequality

14;(Dl, < (2+¢) (1 — ||€i(1)||L)1/2 however small € > 0 is. As to the remaining inequalities in (3.1),
Examples 4.2 and 4.3 imply that these inequalities cannot be replaced by nonstrict inequalities.
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