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1. Introduction and notation

On the interval [a, b], we consider the boundary value problem

(1) u′(t) = `(u)(t) + q(t),

(2) u(a) = h(u) + c,

where ` : C([a, b]; R) → L([a, b]; R) is a linear bounded operator, q ∈ L([a, b];
R), h : C([a, b]; R) → R is a linear nondecreasing functional (i.e. it maps the
set C([a, b]; R+) into the set R+), and c ∈ R.

By a solution of the equation (1) we understand an absolutely continuous
function u : [a, b] → R satisfying the equatity (1) almost everywhere on
the interval [a, b]. A solution of the equation (1) satisfying the boundary
condition (2) is said to be a solution of the problem (1), (2).

In this paper, the efficient sufficient conditions are given for the unique
solvability of the problem (1), (2). It is clear that

(3) u(a) = λu(b) + c



82 A. Lomtatidze, Z. Opluštil and J. Šremr

with λ ≥ 0 is a special case of the boundary condition (2). In papers [6, 7, 8],
the problem (1), (3) is studied in detail. The results obtained here can be
regarded as an extension of those from [6, 7].

The paper is organized as follows. Main results given in Section 2 are
concretized in Section 3 for diferential equation with deviating arguments

(1′) u′(t) = p(t)u
(
τ(t)

)
− g(t)u

(
µ(t)

)
+ q(t),

where p, g ∈ L([a, b]; R+), q ∈ L([a, b]; R), and τ, µ : [a, b] → [a, b] are
measurable functions. The proofs of all statements established in this paper
can be found in Section 4.

We will suppose in the sequel that the operator ` and the functional h
appearing in (1) and (2) satisfy the following assumptions:
(i) If h(1) = 1 then the operator ` is “nontrivial” in the sense that the

condition `(1) 6≡ 0 holds.
(ii) h̃ 6≡ 0, where the functional h̃ is defined by

h̃(v) = h(v)− v(a) for v ∈ C([a, b]; R).

The following notation is used throughout the paper:
R is the set of all real numbers, R+ = [0,+∞[ .
C([a, b]; R) is the Banach space of continuous functions v : [a, b] → R

equipped with the norm

‖v‖C = max{|v(t)| : t ∈ [a, b]}.

C([a, b];D) = {v ∈ C([a, b]; R) : v : [a, b] → D}, where D ⊆ R.
C̃([a, b];D), where D ⊆ R, is the set of absolutely continuous functions

v : [a, b] → D.
L([a, b]; R) is the Banach space of Lebesgue integrable functions p :

[a, b] → R equipped with the norm

‖p‖L =
∫ b

a
|p(s)|ds.

L([a, b];D) = {p ∈ L([a, b]; R) : p : [a, b] → D}, where D ⊆ R.
Lab is the set of linear bounded operators ` : C([a, b]; R) → L([a, b]; R).
Pab is the set of operators ` ∈ Lab mapping the set C([a, b]; R+) into the

set L([a, b]; R+).
Fab is the set of linear bounded functionals h : C([a, b]; R) → R.
PFab is the set of functionals h ∈ Fab mapping the set C([a, b]; R+) into

the set R+.
Ch([a, b]; R) = {v ∈ C([a, b]; R) : v(a) = h(v)}, where h ∈ Fab.
In what follows, the equalities and inequalities with measurable functions

are undestood to hold almost everywhere.
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2. Main results

Recall that, throughout the paper, we suppose that h ∈ PFab. Introduce
the following definition.

Definition 1. We say that an operator ` ∈ Lab belongs to the set Ṽ +
ab (h)

if every function v ∈ C̃([a, b]; R) satisfying

v′(t) ≥ `(v)(t) for t ∈ [a, b] and v(a) ≥ h(v)

is nonnegative.

Remark 1. Sufficient conditions guaranteeing the inclusion ` ∈ Ṽ +
ab (h)

are given in [11].

Theorem 1. Let there exist an operator ` ∈ Ṽ +
ab (h) such that the condi-

tion

(4) `(v)(t) sgn v(t) ≤ `(|v|)(t) for t ∈ [a, b]

holds on the set Ch([a, b]; R). Then the problem (1), (2) has a unique solu-
tion.

Theorem 2. Let there exist operators ϕ0 ∈ Ṽ +
ab (h) and ϕ1 ∈ Pab such

that the condition

(5) |`(v)(t)− ϕ0(v)(t)| ≤ ϕ1(|v|)(t) for t ∈ [a, b]

holds on the set Ch([a, b]; R). If, moreover,

(6) ϕ0 + ϕ1 ∈ Ṽ +
ab (h),

then the problem (1), (2) has a unique solution.

Corollary 1. Let h(1) < 1 and ` = `0 − `1, where `0, `1 ∈ Pab. If,
moreover, there exist ε ∈ [0, 1/2] such that

(7) −ε`1 ∈ Ṽ +
ab (h), `0 + (1− 2ε)`1 ∈ Ṽ +

ab (h),

then the problem (1), (2) has a unique solution.

Remark 2. By a suitable choice of the number ε in Corollary 1 and, by
virtue of the results from [11], we can derive several efficient conditions for
the solvability of the problem (1), (2).

In particular, for ε = 1
2 , resp. ε = 1

3 , the assumption (7) reads as

`0 ∈ Ṽ +
ab (h), −1

2
`1 ∈ V p,

resp.

`0 +
1
3

`1 ∈ Ṽ +
ab (h), −1

3
`1 ∈ Ṽ +

ab (h).
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Notation 1. Let h ∈ PFab. For any λ ≥ 0, we put

(8) hλ(v) = h(v)− λv(b) for v ∈ C([a, b]; R).

Obviously, h0 ∈ PFab. Therefore, we can set

(9) λ∗ = sup
{
λ ≥ 0 : hλ ∈ PFab

}
.

It is clear also that 0 ≤ λ∗ ≤ h(1) and hλ∗ ∈ PFab.

Theorem 3. Let h(1) < 1 and ` = `0 − `1, where `0, `1 ∈ Pab. Let,
moreover, there exist a function γ ∈ C̃([a, b]; ]0,+∞[ ) such that

(10) γ′(t) ≥ `0(γ)(t) + `1(1)(t) for t ∈ [a, b],

(11) γ(a) > h(γ),

and

(12) γ(b)− γ(a) < 1 + λ∗ + 2
√

1 + λ∗ − h(1) ,

where the number λ∗ is defined by (9). Then the problem (1), (2) has a unique
solution.

3. Equation with deviating arguments

In this section, we will give some consequences of the main results for the
equation with deviating arguments (1′).

Theorem 4. Let h(1) < 1. Assume that the functions p and τ satisfy
one of the following items:

a)
b∫

a

p(s)ds < 1− h(1);

b) h(z0) > 0 and

max
{

h(z1) + (1− h(1))z1(t)
h(z0) + (1− h(1))z0(t)

: t ∈ [a, b]
}

< 1− h(z0)
1− h(1)

,

where

(13) z0(t) =

t∫
a

p(s)ds for t ∈ [a, b],
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(14) z1(t) =

t∫
a

p(s)

 τ(s)∫
a

p(ξ)dξ

 ds for t ∈ [a, b];

c)

(15) h(β0) < 1,

(16) h(β1)β0(b) +
(
1− h(β0)

)
β1(b) < 1− h(β0),

where

(17) β0(t) = exp

 t∫
a

p(s)ds

 for t ∈ [a, b],

(18)

β1(t) =

t∫
a

p(s)σ(s)

 τ(s)∫
s

p(ξ)dξ

 exp

 t∫
s

p(η)dη

 ds for t ∈ [a, b],

and

(19) σ(t) =
1
2
(
1 + sgn(τ(t)− t)

)
for t ∈ [a, b];

d)
τ∗∫
a

p(s)ds 6= 0 and

ess sup


τ(t)∫
t

p(s)ds : t ∈ [a, b]

 < η∗,

where τ∗ = ess sup
{
τ(t) : t ∈ [a, b]

}
,

η∗ = sup

{
1
y

ln
yβy

0 (τ∗)
βy

0 (τ∗)−
(
1− h

(
βy

0

))
(1− h(1))−1

: y > 0, h(βy
0 ) < 1

}

and β0 given by (17), while the functions g and µ satisfy

(20) µ(t) ≤ t for t ∈ [a, b]

and one of the following items:
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A)
b∫

a

g(s)ds ≤ 2;

B)
b∫

a

g(s)

s∫
µ(s)

g(ξ) exp

1
2

s∫
µ(ξ)

g(η)dη

 dξds ≤ 4;

C) g 6≡ 0 and

ess sup


t∫

µ(t)

g(s)ds : t ∈ [a, b]

 < 2ω∗,

where

ω∗ = sup


1
x

ln

x +
x

exp

(
x
2

b∫
a

g(s)ds

)
− 1

 : x > 0

 .

Then the problem (1′), (2) has a unique solution.

Theorem 5. Let h(1) < 1. Assume that (20) holds and the functions g
and µ satisfy one of the following items:

A)
b∫

a

g(s)ds ≤ 3 ;

B)
b∫

a

g(s)

s∫
µ(s)

g(ξ) exp

1
3

s∫
µ(ξ)

g(η)dη

 dξds ≤ 9 ;

C) g 6≡ 0 and

ess sup


t∫

µ(t)

g(s)ds : t ∈ [a, b]

 < 3ω∗ ,
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where

ω∗ = sup


1
x

ln

x +
x

exp

(
x
3

b∫
a

g(s)ds

)
− 1

 : x > 0

 .

Let, moreover, either
a) the condition (15) holds, where

β0(t) = exp

1
3

t∫
a

g(s)ds

 for t ∈ [a, b],

or
b) h(z0) > 0 and

max
{

h(z1) + (1− h(1))z1(t)
h(z0) + (1− h(1))z0(t)

: t ∈ [a, b]
}

< 3− h(z0)
1− h(1)

,

where

(21) z0(t) =

t∫
a

g(s)ds for t ∈ [a, b],

(22) z1(t) =

t∫
a

g(s)

 µ(s)∫
a

g(ξ)dξ

 ds for t ∈ [a, b],

be fulfilled. Then the problem (1′), (2) with p ≡ 0 has a unique solution.

Theorem 6. Let h(1) < 1. Let, moreover,

(23) τ(t) ≤ t for t ∈ [a, b],

the condition (15) hold, and

(24) h(β1)
(
β0(b)− 1

)
+ β1(b)

(
1− h(β0)

)
< ω

(
1− h(β0)

)
,

where the function β0 is defined by (17),

(25) β1(t) =

t∫
a

g(s) exp

 t∫
s

p(ξ)dξ

 ds for t ∈ [a, b],

(26) ω = 1 + λ∗ + 2
√

1 + λ∗ − h(1) ,

and the number λ∗ is given by (9). Then the problem (1′), (2) has a unique
solution.
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Theorem 7. Let h(1) < 1. Let, moreover, the condition (15) be fulfilled
and

(27)
1− h(1)

1 + λ∗ − h(1)

(
β0(b)h(β2)
1− h(β0)

+ β2(b)
)

< ω(1−A),

where the functions β0, β1, and σ are defined by (17)–(19), the numbers ω
and λ∗ are given by (26) and (9), respectively,

(28) A =
h(β1)

1− h(β0)
β0(b) + β1(b),

and

β2(t) =

t∫
a

p(s)

 τ(s)∫
a

g(ξ)dξ

 exp

 t∫
s

p(η)dη

 ds(29)

+

t∫
a

g(s)ds for t ∈ [a, b].

Then the problem (1′), (2) has a unique solution.

4. Proofs

The following statement is well–known from the general theory of bound-
ary value problems for functional differentional equations (see, e.g., [1, 2, 9,
12, 5]).

Lemma 1. The problem (1), (2) is uniquely solvable if and only if the
corresponding homogeneous problem

u′(t) = `(u)(t),(10)

u(a) = h(u)(20)

has only the trivial solution.

Remark 3. Acccording to Definition 1 and Lemma 1, it is clear that the
inclusion ` ∈ Ṽ +

ab (h) guarantees the unique solvability of the problem (1),
(2) for any q ∈ L([a, b]; R) and c ∈ R.

Proof of Theorem 1. According to Lemma 1, it is sufficient to show
that the homogeneous problem (10), (20) has only the trivial solution.
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Let u be a solution of the problem (10), (20). Then u ∈ Ch([a, b]; R) and,
in view of (4), we get

(30) |u(t)|′ = `(u)(t) sgnu(t) ≤ `(|u|)(t) for t ∈ [a, b].

On the other hand, the condition (20), by virtue of the assumption h ∈ PFab,
yields

(31) |u(a)| = |h(u)| ≤ h(|u|).

By virtue of the assumption ` ∈ Ṽ +
ab (h), the conditions (30) and (31) imply

|u(t)| ≤ 0 for t ∈ [a, b].

Hence, the homogeneous problem (10), (20) has only the trivial solution. �

Proof of Theorem 2. According to Lemma 1, it is sufficient to show
that the homogeneous problem (10), (20) has only the trivial solution.

Let u be a solution of the problem (10), (20). Then u ∈ Ch([a, b]; R) and,
in view (5), we get

u′(t) = ϕ0(u)(t) + `(u)(t)− ϕ0(u)(t)(32)
≤ ϕ0(u)(t) + ϕ1(|u|)(t) for t ∈ [a, b],

u′(t) = ϕ0(u)(t) + `(u)(t)− ϕ0(u)(t)(33)
≥ ϕ0(u)(t)− ϕ1(|u|)(t) for t ∈ [a, b].

According to the assumption ϕ0 ∈ Ṽ +
ab (h) and Remark , the problem

(34) α′(t) = ϕ0(α)(t) + ϕ1(|u|)(t),

(35) α(a) = h(α)

has a unique solution α. Moreover, since ϕ1 ∈ Pab, (34) and (35) imply

(36) α(t) ≥ 0 for t ∈ [a, b].

It follows from (32)–(34) that

(u− α)′(t) ≤ ϕ0(u− α)(t) for t ∈ [a, b],(37)
(u + α)′(t) ≥ ϕ0(u + α)(t) for t ∈ [a, b].

On the other hand, the conditions (20) and (35) yield

(38) (u− α)(a) = h(u− α), (u + α)(a) = h(u + α).
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By virtue of the assumption ϕ0 ∈ Ṽ +
ab (h), (37) and (38) imply

(39) |u(t)| ≤ α(t) for t ∈ [a, b].

Consequently, in view of the assumption ϕ1 ∈ Pab, we get from (34) the
inequality

α′(t) ≤ (ϕ0 + ϕ1)(α)(t) for t ∈ [a, b],

which, together with (6), (35), and (36), yields α ≡ 0. Hence, (39) yields u ≡
0, i.e., the homogeneous problem (10), (20) has only the trivial solution. �

Proof of Corollary 1. The validity of corollary immediatelly follows
from Theorem 2 with ϕ0 = −ε `1 and ϕ1 = `0 + (1− ε) `1. �

To prove Theorem 3, we need the following lemma established in [11,
Theorem 2.1].

Lemma 2. Let ` ∈ Pab and let h ∈ PFab be such that h(1) < 1. Then ` ∈
Ṽ +

ab (h) if and only if there exists a function γ ∈ C̃([a, b]; ]0,+∞[ ) satisfying

γ′(t) ≥ `(γ)(t) for t ∈ [a, b], γ(a) > h(γ).

Proof of Theorem 3. According to Lemma 1, it is sufficient to show
that the homogeneous problem (10), (20) has only the trivial solution.

Suppose that, on the contrary, the problem (10), (20) possesses a non-
trivial solution u. According to Lemma 2, the conditions (10), (11), and the
assumption `1 ∈ Pab, it is clear that

(40) `0 ∈ Ṽ +
ab (h).

Therefore, by virtue of the assumption `1 ∈ Pab, it follows easily from Defi-
nition 1 that u changes its sign. Put

(41) M = max
{
u(t) : t ∈ [a, b]

}
, m = −min

{
u(t) : t ∈ [a, b]

}
,

and choose tM , tm ∈ [a, b] such that

(42) u(tM ) = M, u(tm) = −m.

Obviously,

(43) M > 0, m > 0

and without loss of generality we can assume that tm < tM .
From (10), (20), (10), and (11), by virtue of (41), (43), and the assump-

tion `1 ∈ Pab, we get

(Mγ(t) + u(t))′ ≥ `0(Mγ + u)(t) + `1(M − u)(t)(44)
≥ `0(Mγ + u)(t) for t ∈ [a, b],
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(45) Mγ(a) + u(a) > h(Mγ + u),

and

(mγ(t)− u(t))′ ≥ `0(mγ − u)(t) + `1(m + u)(t)(46)
≥ `0(mγ − u)(t) for t ∈ [a, b],

(47) mγ(a)− u(a) > h(mγ − u).

Hence, according to (40), the previous inequalities yield

Mγ(t) + u(t) ≥ 0, mγ(t)− u(t) ≥ 0 for t ∈ [a, b].

Consequently, by virtue of the assumption `0 ∈ Pab, it follows from (44) and
(46) that

(48) −u′(t) ≤ Mγ′(t), u′(t) ≤ mγ′(t) for t ∈ [a, b].

The integration of the second inequality in (48) from tm to tM , in view
of (42) and (43), implies

M + m ≤ m
(
γ(tM )− γ(tm)

)
,

i.e.,

(49) 0 < M ≤ m
(
γ(tM )− γ(tm)− 1

)
.

On the other hand, the integrations of the first inequality in (48) from a to
tm and from tM to b, in view of (42) and (43), yield

(50) u(a) + m ≤ M
(
γ(tm)− γ(a)

)
, M − u(b) ≤ M

(
γ(b)− γ(tM )

)
.

Further, the condition (20), on account of (8), (41) and the condition hλ∗ ∈
PFab, results in

(51) u(a)− λ∗u(b) = hλ∗(u) ≥ −mhλ∗(1) = m
(
λ∗ − h(1)

)
.

It is also clear that λ∗ < 1 because we suppose that h(1) < 1. Therefore,
from (50) and (51) we get

m
(
1 + λ∗ − h(1)

)
+ λ∗M ≤ u(a) + m + λ∗

(
M − u(b)

)
≤ M

(
γ(tm)− γ(a) + λ∗

(
γ(b)− γ(tM )

))
.

Hence, in view of (43) and the condition λ∗ < 1,

(52) 0 < m
(
1 + λ∗ − h(1)

)
≤ M

(
γ(tm)− γ(a) + γ(b)− γ(tM )− λ∗

)
.
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From (49) and (52) we get

(53) γ(b)− γ(a) > 1 + λ∗

and

0 < 1 + λ∗ − h(1)(54)

≤
(
γ(tM )− γ(tm)− 1

)(
γ(tm)− γ(a) + γ(b)− γ(tM )− λ∗

)
.

Finally, in view of the inequality 4xy ≤ (x + y)2, (54) implies

1 + λ∗ − h(1) ≤ 1
4

(
γ(b)− γ(a)− 1− λ∗

)2
,

which, on account of (53), contradicts (12).
The contradiction obtained proves that the homogeneous problem (10),

(20) has only the trivial solution. �

Proof of Theorem 4. Let the operators `0, `1 ∈ Pab be defined by

(55) `0(v)(t) def= p(t)v
(
τ(t)

)
, `1(v)(t) def= g(t)v

(
µ(t)

)
for t ∈ [a, b].

According to the statements from [11], each of the items a)–d) guarantees
the inclusion

`0 ∈ Ṽ +
ab (h).

On the other hand, each of the items A)–C) implies

−1
2

`1 ∈ V p.

Therefore, the assumptions of Corollary 1 are satisfied with ε = 1
2 . �

Proof of Theorem 5. Let the operator `1 ∈ Pab be defined by (55).
According to the assertions from [11], each of the items a) and b) guarantees
the inclusion

1
3

`1 ∈ Ṽ +
ab (h).

On the other hand, each of the items A)–C) implies

−1
3

`1 ∈ Ṽ +
ab (h).

Therefore, the assumptions of Corollary 1 are satisfied with ε = 1
3 and

`0 ≡ 0. �
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Proof of Theorem 6. Let the operators `0, `1 ∈ Pab be defined by (55).
According to (24), there exists ε > 0 such that

(56)
h(β1) + ε

1− h(β0)
(
β0(b)− 1

)
+ β1(b) < ω.

Put
γ(t) =

h(β1) + ε

1− h(β0)
β0(t) + β1(t) for t ∈ [a, b],

where the functions β0 and β1 are given by (17) and (25), respectively. It is
not difficult to verify that

(57) γ′(t) = p(t)γ(t) + g(t) for t ∈ [a, b], γ(a) = h(γ) + ε,

and γ(t) ≥ 0 for t ∈ [a, b]. Consequently, γ′(t) ≥ 0 for t ∈ [a, b] and thus
(57) implies γ(t) > 0 for t ∈ [a, b]. Further, by virtue of (23), we get

(58) p(t)γ
(
τ(t)

)
≤ p(t)γ(t) for t ∈ [a, b].

Hence, on account of (26) and (55)–(58), the function γ satisfies the inequal-
ities (10)–(12).

Therefore, the assumptions of Theorem 3 are fulfilled. �

Proof of Theorem 7. Let the operators `0, `1 ∈ Pab be defined by (55).
According to (27), there exists ε > 0 such that

(59)
1− h(1)

1 + λ∗ − h(1)

(
β0(b)

(
h(β2) + ε

)
1− h(β0)

+ β2(b)

)
≤ ω(1−A).

From (27) we get A < 1, which, by virtue of (15), (28), and Theorem 4.2 in
[11], guarantees the inclusion (40). Thus, in view of Remark 3, the problem

(60) γ′(t) = p(t)γ
(
τ(t)

)
+ g(t),

(61) γ(a) = h(γ) + ε

has a unique solution γ. It is clear that the conditions (10) and (11) are
fulfilled. On account of (40), it follows from Definition 1 that γ(t) ≥ 0 for
t ∈ [a, b]. Hence, (60) yields

(62) 0 ≤ γ(a) ≤ γ(t) ≤ γ(b) for t ∈ [a, b].

Further, the condition (61), on account of the assumption h ∈ PFab, implies
γ(a) ≥ ε > 0 and thus

γ(t) > 0 for t ∈ [a, b].
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On the other hand, it easily follows from (60) that γ satisfies

γ′(t) = p(t)γ(t)+p(t)

τ(t)∫
t

p(s)γ
(
τ(s)

)
ds+p(t)

τ(t)∫
t

g(s)ds+g(t) for t ∈ [a, b].

Hence, the Cauchy formula, in view of the notation (17) and (29), implies

γ(t) = γ(a)β0(t) +

t∫
a

p(s)

τ(s)∫
s

p(ξ)γ
(
τ(ξ)

)
dξ

 exp

 t∫
s

p(η)dη

 ds + β2(t)

for t ∈ [a, b]. Whence, in view of (25) and (62), we get

(63) γ(t) ≤ γ(a)β0(t) + γ(b)β1(t) + β2(t) for t ∈ [a, b].

Taking now into account (63) and the assumption h ∈ PFab, the condition
(61) yields

(64) γ(a) ≤ γ(a)h(β0) + γ(b)h(β1) + h(β2) + ε.

Thus, from (63) and (64) we get

(65) γ(b) ≤ Aγ(b) +
h(β2) + ε

1− h(β0)
β0(b) + β2(b).

On the other hand, the condition (61), by virtue of (62) and the assumption
hλ∗ ∈ PFab, implies

γ(a) = λ∗γ(b) + hλ∗(γ) + ε > λ∗γ(b) + γ(a)hλ∗(1)
= λ∗γ(b) + γ(a)

(
h(1)− λ∗

)
.

Whence we get

(66) γ(b)− γ(a) <
1− h(1)

1 + λ∗ − h(1)
γ(b).

Finally, it is clear that the conditions (59), (65), and (66) guarantee the
inequality (12).

Therefore, the assumptions of Theorem 3 are satisfied. �
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[12] Schwabik Š., Tvrdý M., Vejvoda O., Differential and integral equations:
Boundary value problems and adjoints, Academia, Praha, 1979.

Alexander Lomtatidze
Department of Mathematis and Statistics
Faculty of Sciences, Masaryk University
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Technická 2, 616 69 Brno, Czech Republic

e-mail: oplustil@fme.vutbr.cz
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