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The setting of communication complexity is rather old: it was introduced by Abelson in 1977. To this day, it remains one of the most interesting computational models:

- It is one of the strongest settings where we are able to prove "hardness" that is, to establish lower bounds (often tight).
On the other hand, it is one of the weakest settings where we can design arguably non-trivial algorithms - communication protocols.
Therefore, the communication complexity setting is one of those few that are both "powerful" and "understandable" enough to be interesting.
- We can often compare the "strength" of two communication regimes via presenting a problem with an efficient solution in one, but not in the other. This can lead to non-trivial unconditional structural separations - that is to statements that certain tasks are efficiently solvable in one regime of communication but not in the other.
- During this talk we will define and investigate a new model of non-deterministic communication, which we will call patterned non-determinism (PNP).
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The input pair is accepted by a non-deterministic protocol if at least one advice value leads to its acceptance.
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- Clearly, non-deterministic protocols are at least as strong as deterministic ones; on the other hand, there are functions with very efficient non-deterministic protocols but with deterministic complexity in $\Omega(n)$.
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- Yannakakis [Yan91] proved that $U P=P$.
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- "Totality" is crucial for these model equivalences: for partial functions even $U P \neq P$.
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- Then one can ask whether the set of all convincing witnesses can be found efficiently: the answer is, trivially, affirmative for both UP and FewP, while in the case of PNP it may be somewhat less straightforward. We show (the argument is omitted from this presentation) that the answer is affirmative - that is, the precise accepting pattern of every $(x, y) \in f^{-1}(T)$ can be found efficiently by a deterministic protocol for each $f \in P N P$.
- We shall see next how the above statement leads to certain (possibly, surprising) model equivalence in multi-party communication complexity.
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The argument will be based on the possibility of efficient pattern searching in (bipartite) PNP.
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Cheating alert: $|\mathcal{Z}|$ can be as large as $2^{n}$ (easy to fix).
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