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PREFACE

“Will you sign the blueprint?” is the favorite question of Professor Ivo Babuška,
the question well known among the participants of many conferences and seminars.
This question expresses the philosophy of Ivo Babuška’s professional life. His ex-
perience tells him that it is not enough to model real processes on a computer but
that it is extremely important to assess the quality of the result obtained. Only then
you can sign the blueprint. Unfortunately, there are examples of blueprints signed
without care of the reliability of the results, blueprints that caused fatal failures and
huge damage in practice.

Ivo Babuška
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Ivo Babuška, a mathematician recognized all over the world, was born on
March 22, 1926 in Praha (Prague). One of the aims of the conference Applications of
Mathematics 2015, organized by the Institute of Mathematics of the Czech Academy
of Sciences, was to remember all the achievements Ivo Babuška has realized so far.
We appreciate not only his theoretical results in the finite element method and
in computational mathematics in general, but also his role of mentor of several
dozens of PhD students and his position of a wise man who can predict the future
of computational mathematics, present his visions to his colleagues, and successfully
lead them to progress in this field.

Many papers have already been written about the life and work of Ivo Babuška.
He is still very active in mathematics and publishes new results. Although his cur-
riculum vitae has been published in various journals and proceedings many times,
let me provide you with at least some principal biographical data and some of
Babuška’s outstanding mathematical results. More information can be found on
the site users.ices.utexas.edu/∼babuska/ or in biographical papers.

Ivo Babuška studied civil engineering at the Czech Technical University in Prague,
received his MS (Ing.) degree in 1949 and the PhD degree in Technical Science
(Dr. tech.) in 1951. Then he studied mathematics at the Central Mathematical
Institute in Prague as a graduate student of Professor V. Knichal. From 1951 he was
a research fellow at the Institute. The Institute changed its name to the Mathemat-
ical Institute of the Czechoslovak Academy of Sciences in 1953 (now the Institute of
Mathematics of the Czech Academy of Sciences).

In 1955 Ivo Babuška received the PhD (CSc.) degree in Mathematics and in 1960
the D.Sc. (DrSc.) degree which was in Czechoslovakia (as well as is now in the
Czech Republic) awarded for the highest scientific achievements. From 1955 to 1968
he was the Head of Department of Constructive Methods of Mathematical Analysis
of the Mathematical Institute. It was my privilege to work on my MS thesis at
this Department during my studies at Charles University in Prague and to become
a member of the Department in 1964. Later I also became Ivo Babuška’s graduate
student.

All Ivo Babuška’s biographies mention his first important computational achieve-
ment in 1953–1956 when he was the leader of a numerical group that analyzed the
technology of constructing the 91 meter high gravitational Orĺık Dam on the Vltava
River in Bohemia. The mathematical problem was to solve a nonlinear partial differ-
ential equation. Let me stress that all the computations were carried out by a team
of people on mechanical desk calculators since no better devices were available in
Czechoslovakia that time. The mathematical and numerical problems treated in the
project provided many fruitful topics for investigation and initiated the research in
a general theory of numerical stability of algorithms.

Ivo Babuška is the Honorary Editor of the journal Applications of Mathematics
(formerly Aplikace matematiky) that he established in Prague in 1956. He was
one of the founders of the EQUADIFF international scientific meetings that are
still taking place. The first international EQUADIFF Conference on Differential

ii



Equations was held in Prague in 1962. Later this series of conferences merged with
another European series bearing the same name.

Ivo Babuška was appointed professor at Charles University in Prague in 1968.
The same year he arrived in the United States and became a professor at the In-
stitute for Physical Science and Technology and the Department of Mathematics of
the University of Maryland at College Park. His interest in applied and numerical
analysis brought him to the finite element method. He has achieved numerous bright
results in the method itself, in its hp-version, in its reliability, a priori and a posteriori
estimations, and adaptive approaches. These are recognized all over the world and
belong to the fundamentals of the method. Moreover, Ivo Babuška has accomplished
excellent results in several other branches of computational mathematics.

Ivo Babuška belongs among the founders of the Finite Element Circus, an infor-
mal meeting which, for more than 40 years, takes place twice a year.

From 1989, when the political situation in Czechoslovakia changed, he could
resume visiting Prague. In 1994, he established the Prize for Young Czech Scientists
in the field of numerical analysis and computational mechanics that is funded by his
own means and awarded annually.

In 1995, Ivo Babuška became a senior research scientist and Robert Trull Profes-
sor at the Institute for Computational Engineering and Sciences at the University of
Texas at Austin.

Along with his other activities, he has been involved in mentoring several dozens
of graduate students, see genealogy.math.uni-bielefeld.de/genealogy. He is
a member of editorial boards of numerous mathematical and engineering journals.

Ivo Babuška has received recognition and various awards for his scientific work.
A brief supplement to the long list of his honors obtained before 2005 includes the
following: Member of the U.S. National Academy of Engineering (2005), Member
of the Academy of Medicine, Engineering, and Science of Texas (2005), Honorary
Diploma of the Czech Society of Mechanics (2005), Honorary Medal De scientia et
humanitate optime meritis, the highest award provided by the Czech Academy of Sci-
ences (2006), Congress Medal of the 7th World Congress of Computational Mechanics
in Los Angeles, International Association for Computational Mechanics (2006), Hon-
orary Doctor of Science at the Czech Technical University in Prague (2007), Leroy
P. Steele Prize for Lifetime Achievement, American Mathematical Society (2012),
Neuron Award for Contribution to Science, Neuron Fund, Prague (2014).

Ivo Babuška’s name is inseparably connected with the development of the finite
element method. His theoretical results are widely used, directly or indirectly, in
engineering practice. He has been invited for numerous lectures at conferences all
over the world. The list of Ivo Babuška’s monographs and papers in the Mathematical
Reviews contains more than 300 items.

We must not omit a particular source of Ivo Babuška’s scientific success, the
family background provided by his wife Renata. They have a daughter and a son
and four grandchildren.

* * *
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To commemorate the significant life jubilees of Ivo Babuška, Milan Práger, and
Emil Vitásek, the Institute of Mathematics of the Czech Academy of Sciences orga-
nized the International Conference Applications of Mathematics 2015 on the premises
of the Institute in Žitná 25, Prague 1 from November 18 to 21, 2015 (see website
am2015.math.cas.cz).

The Scientific Committee consisted of

Mark Ainsworth (Brown University, Providence, RI, U.S.A.)

Jan Brandts (University of Amsterdam, the Netherlands)

Jan Chleboun (Czech Technical University, Prague, Czech Republic)

Miloslav Feistauer (Charles University, Prague, Czech Republic)

Jaroslav Haslinger (Charles University, Prague, Czech Republic)

Sergey Korotov (Basque Center for Applied Mathematics, Bilbao, Spain)

Qun Lin (Academy of Mathematics and System Science, Beijing, China)

Hans-Goerg Roos (Technical University, Dresden, Germany)

Theofanis Strouboulis (Texas A&M University, College Station, TX, U.S.A.)

Martin Stynes (National University of Ireland, Cork, Ireland)

Takuya Tsuchiya (Ehime University, Matsuyama, Japan)

Shuhua Zhang (Tianjin University of Finance and Economics, China)

Zhiming Zhang (Wayne State University, Detroit, MI, U.S.A.)
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The Local Organizing Committee (Academy of Sciences) consisted of

Hana B́ılková

Michal Kř́ıžek

Karel Segeth (Chair)

Jakub Š́ıstek

Tomáš Vejchodský

The Organizing Committee is grateful to all authors for their contributions, to
Project RVO 67985840 (Institute of Mathematics, Czech Academy of Sciences), and
to Grant MTM2011-24766 (MICINN, Spain).

* * *

Ivo Babuška, Milan Práger, and Emil Vitásek deserve our congratulations and
our sincere wishes of good health, optimistic mind, family happiness, and yet more
scientific achievements.

Karel Segeth, on behalf of the Organizing Committee
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MY WONDERFUL NUMERICAL ANALYSIS TEACHERS —

MILAN PRÁGER AND EMIL VITÁSEK

Michal Kř́ıžek

Institute of Mathematics, Academy of Sciences
Žitná 25, CZ – 115 67 Prague 1, Czech Republic

krizek@math.cas.cz

1. Numerical analysis at the Faculty of Mathematics and Physics

In 1970 I began to study mathematics at the Faculty of Mathematics and Physics
at Charles University in Prague. In the third year, we had to choose one of the fol-
lowing specializations: algebra, mathematical analysis, applied mathematics, prob-
ability theory and statistics, topology, geometry, and numerical mathematics. My
mother advised me at that time to choose numerical mathematics, since this was
apparently a very new and modern discipline. I obeyed her suggestion, although
I had absolutely no idea what this branch of science dealt with.

At the first numerical mathematics lecture Dr. Milan Práger showed us how to
calculate the integral

In =
1

e

∫ 1

0

xnex dx > 0. (1)

First, using integration by parts, he derived the recurrence formula (cf. [14, p. 505])

In = 1 − nIn−1, n = 1, 2, . . . , (2)

and then he said that for simplicity we will evaluate the individual integrals only
to three decimal places. Gradually he calculated on the blackboard the following
values:

I0 = 1 − e−1 = 0.632, I1 = 1 − 0.632 = 0.368, I2 = 1 − 2 · 0.368 = 0.264,

I3 = 1 − 3 · 0.264 = 0.208, I4 = 1 − 4 · 0.208 = 0.168, I5 = 1 − 5 · 0.168 = 0.16,

I6 = 1 − 6 · 0.16 = 0.04, I7 = 1 − 7 · 0.04 = 0.72.
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Slowly I began to get bored and in my mind I wondered: That, that is the modern
mathematical discipline? Then a big surprise came. Dr. Práger calculated

I8 = 1 − 8 · 0.72 = −4.76

and said: Notice, dear students, that we have got a negative value, while the in-
tegral (1) is certainly positive. This is a completely unacceptable numerical result.
I immediately thought that the absurd negative number must be just a result of
rounding errors, and I began to suspect what numerical analysis is about. At that
time, of course, I had no idea about the instability of scheme (2) that was examined
by Renata Babušková in her 1964 paper [5] (cf. also [1, p. 102]).

The above numerical phenomenon happens due to the fact that at each step we
subtract two numbers of almost the same size. Then the difference contains only
a few nonzero significant digits in computer arithmetic that necessarily leads to loss
of accuracy. A very similar recurrence to (2) was examined by Muller [7].

I do also remember very well my first seminar on numerical mathematics. With
Dr. Jitka Segethová we calculated the values of polynomials using Horner’s scheme
on large and heavy mechanical calculators that were powered by an electrical engine.
Nevertheless, on the ground floor of our building on the Lesser Town Square there
already was a big mainframe electronic computer Minsk 22. Here I used ALGOL 60
(Algorithmic Language) to program simple numerical algorithms that Dr. Práger
taught us. Minsk 22 had 64 KB of memory, input via punched tape, and was
very slow. Moreover, approximately every 20 minutes computer calculations crashed
due to MACHINE ERROR. So basically it was not possible to perform any longer
calculation. We learned also the machine code to speed up computations.

In the fourth year of my studies, the numerical mathematics was taught by
Dr. Emil Vitásek. In fact, the recurrence (2) was invented by him (see [1]). He lec-
tured by heart using no written notes and with great enthusiasm. His performance
was truly wonderful, logically assembled, and understandable. He concentrated on
solving partial differential equations by the finite difference method, which is a sort
of forerunner of my favorite finite element method. In particular, I was charmed by
the convergence proof of the finite difference method that he presented to us.

2. Department of Constructive Methods of Mathematical Analysis

During my military service in 1975–1976, I received a letter initiated by Dr. Práger,
whether I wanted to start postgraduate studies at the Mathematical Institute of the
Czechoslovak Academy of Sciences. Because I had not negotiated any further job
after completing my military service, I agreed, and certainly at present I do not re-
gret that decision. Therefore, in September 1976 I began postgraduate studies with
Dr. Práger at the Department of Constructive Methods of Mathematical Analysis,
where he was the Head during the period 1969–1994. His Deputy was Dr. Vitásek.
The Department was located at the rear of the Opletalova street no. 45. Dr. Práger
and Dr. Vitásek shared the front room, where also our Numerical Analysis Seminars
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were held. I did not understand the first several lectures there and I have to admit
that it took me quite a long time to follow the issues that were investigated in our
Department. I started to read at that time the recent paper [12] on overimplicit mul-
tistep methods for ordinary differential equations written by M. Práger, J. Taufer,
and E. Vitásek.

For my Candidate of Sciences examination I studied the classical 1966 monograph
Numerical processes in differential equations [3] by Ivo Babuška, Milan Práger, and
Emil Vitásek. It already contained the description of the finite element method for
elliptic boundary value problems — my favorite topic. Contour lines of the standard
piecewise linear finite element basis functions are illustrated in [3, p. 305]. This
picture serves, in fact, as the LOGO of our Numerical Analysis Seminar and also of
this Conference. Some other linear and bilinear finite element basis functions were
already sketched in their previous book [2] published in the Czech language.

Both the monographs [2] and [3] begin with the recurrence (2). However, there
are other nice and illustrative numerical examples — for instance, the investigation of
numerical instability of successive performance of the following arithmetic operations

. . . (((((1 : 2) · 2) : 3) · 3) : 4) · 4 . . .

Various numerical results of this expression were obtained by Karel Segeth on differ-
ent computers involving thousands of divisions and multiplications [3, p. 6]. I liked
such examples very much. Later I wrote the article [6] jointly with M. Práger and
E. Vitásek on the reliability of numerical computations. We systematically col-
lected many other pathological examples, where the numerical solution behaves in
an unpredictable manner. This resulted in another article [19] with Dr. Vitásek and
I continue with this activity ever today. The main reason is that programmers should
not always believe their computer outputs, in particular, if they are not familiar with
numerical analysis topics like finite precision arithmetic, theory of rounding errors,
ill-conditioned problems, and so on.

In our Department there has always been a great friendly and creative atmo-
sphere. I can begin to describe what I have learned from my numerical analysis
teachers in over 40 years. Dr. Milan Práger significantly contributed to the issue of
numerical modelling in electrical engineering. Together we dealt with several real-
life technical problems for the Research Institute VÚSE Běchovice. In particular,
Dr. Práger numerically calculated the magnetic field inside large oil-immersed trans-
formers. Then I used his results on the density of heat sources to calculate the
temperature distribution in the magnetic core. With Dr. Vitásek I discussed the
various theoretical aspects of numerical methods that I applied. He wrote a whole
series of monographs (see [2], [3], [4], [16], [17]) devoted to numerical methods. They
originated from our Department in Opletalova street without any personal computers
and internet.

Allow me to finish this section by a funny story. A Vietnamese aspirant once
visited our Department and was looking for Dr. Vitásek. Dr. Práger told him that
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Milan Práger

Dr. Vitásek is lecturing in Italy and will return after three weeks. However, the
Vietnamese aspirant did not understand well, he leaned in a large armchair and
said: Never mind, I’ll wait.

3. Milan Práger — Curriculum vitae

RNDr. Milan Práger, CSc., was born on April 21, 1930 in Prague. After grammar
school in Smı́chov in 1940–1948 he became a student of mathematics at the Faculty
of Science of Charles University in Prague. His studies ended in 1952 when he passed
the leaving State Examination. During the period 1952–1954 he worked at the Fac-
ulty of Mechanical Engineering of the Czech Technical University in Prague as an
assistant in the Mathematical Department, and then became a postgraduate student
of Ing. Dr. Ivo Babuška at the Mathematical Institute of the Czechoslovak Academy
of Sciences in Prague (1954–1957). He received the scientific title Candidate of
Sciences (CSc. ≈ PhD.) in the year 1959, and stayed to work at the Mathemati-
cal Institute as a researcher, senior researcher (1965), and chief researcher (1977).
From 1971 to 1992 he was the Head of the Department of Constructive Methods
of Mathematical Analysis. He retired in 1996, but still worked part-time at the
Mathematical Institute until 2005. During this period he published several valuable
papers, see e.g. [9], [10], [11]. He is still interested and participates in our regular
Friday seminar Current problems in numerical analysis.

The main subject of scientific interest of Dr. Prager is the theory of numerical
methods for solving differential equations. He has published about 40 original math-
ematical papers, conference articles, co-authored the 1964 monograph1 Numerical

1The logo from the front page of this Proceedings was taken from [3, p. 305]. It shows the
support of a linear finite element basis function with its contour lines.
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Dr. Milan Práger lecturing at our Numerical Analysis Seminar

solutions of differential equations [2] and the 1966 monograph Numerical processes
in differential equations [3], which was translated into Russian in 1969, see [4]. He
also wrote a chapter in the world wide known Rektorys’ Survey of applicable mathe-
matics [14], which was published in two English and six Czech edition series. Another
important accomplishment is his textbook Numerical mathematics I [8].

Dr. Práger participated in numerous domestic and international scientific meet-
ings and research visits. Let us name, for instance, a few series of Equadiff Con-
ferences. He was also a lecturer at the postgraduate course at the University of
Zagreb, the Istituto per le Applicazioni del Calcolo in Rome, at Chalmers University
of Technology in Gothenburg, at the Royal Institute of Technology in Stockholm and
in many other places in former Czechoslovakia.

In addition, Dr. Práger was always intensely concentrated on educational activi-
ties and organization of scientific meetings. During the period 1967–1990 he taught
fundamentals of numerical methods at the Faculty of Mathematics and Physics of
Charles University in Prague. He is the author of lecture notes on this topic and
translated with Dr. Emil Vitásek the comprehensive Ralston’s guide A first course
of numerical analysis [13]. Dr. Práger was the advisor of my Candidate of Sciences
thesis An equilibrium finite element method in three-dimensional elasticity defended
in 1980. Its co-advisor was his colleague Ivan Hlaváček. Dr. Práger led theses of
other four scientific aspirants: Michal Kočvara, Stanislav Mı́ka, Karel Vǐsňák, Jan
Vlček, and successfully trained several master students.

Milan Práger was a member of the final state examination committee at Charles
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Emil Vitásek

University in Prague, a member of the committee for candidate and doctoral disser-
tations, a member of the National Commission on issues of information technology,
and many others. He was also a co-organizer of more than ten years of popular
summer school “Programs and Numerical Algorithms” traditionally held at various
locations of Jizera Mountains.

It would take a long time to enumerate what Milan Práger has done for math-
ematics and for the Institute of Mathematics. Let us mention also his interests
that go far beyond mathematics. For example, he has a deep knowledge about his-
tory, cartography and music, he likes to solve various puzzles and cross-words, he is
a very good chess player and played for many years in the chess section of Prague
universities.

4. Emil Vitásek — Curriculum vitae

RNDr. Emil Vitásek, CSc., was born on May 29, 1931 in České Budějovice. After
high school in Přerov, where he graduated in 1950, he began to study mathematics
at the Faculty of Science of Charles University, which in 1953 changed to the Faculty
of Mathematics and Physics. After his studies he joined the Mathematical Institute
of the Czechoslovak Academy of Sciences in 1954 as a research assistant in the
department of Ing. Dr. Ivo Babuška. Under Dr. Babuška’s leadership, he attained
the Candidate of Sciences degree CSc. in 1960. Dr. Vitásek became a researcher and
later a senior researcher. He is still actively working at the Institute of Mathematics
(see e.g. [18]).
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Dr. Emil Vitásek lecturing at our Numerical Analysis Seminar

His mathematical research is associated with the numerical solution of differential
equations, in particular, numerical methods for time-dependent equations, i.e. ordi-
nary and parabolic equations. There he employed his deep knowledge of mathemat-
ical and functional analysis. His first papers are associated with the calculations of
the Dam Orĺık on the Vltava river. Then he dedicated himself to the study of nu-
merical stability. He was one of those who developed the theory of transfer boundary
conditions for boundary value problems for ordinary differential equations. At the
same time he dealt with problems associated with engineering practice. He published
about 60 original scientific papers and held lecture courses in Croatia, Sweden, and
Italy. He was invited to give plenary lectures at several national and international
conferences.

Dr. Vitásek is a member of the Editorial Board of Applications of Mathematics
since 1971. He is the author of a chapter in the Survey of applied mathematics. He
contributed three chapters to its last edition [14] and was the Associate Editor of its
two volumes. He is also a co-author of the book Numerical solutions of differential
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equations (1964), which has been revised and expanded to the English version Nu-
merical processes in differential equations (1966) and was published in 1969 and in
Russian translation (see [2], [3], [4]).

We should also mention the long-term pedagogical activity of Dr. Vitásek. He
lectured on Numerical mathematics at the Faculty of Mathematics and Physics for
more than 20 years, and then at the University of West Bohemia in Pilsen. He was
the advisor of several Master students and four PhD students: L’ubor Malina, Has-
san Nasr, Jan Šafář, Jǐŕı Taufer. His fifth student Marian Brezina defended PhD in
USA. In connection with these activities two of his monographs in the field of numer-
ical mathematics appeared: Numerical methods [16] and Foundations of the theory
of numerical methods for solving differential equations [17]. Another important ac-
complishment are his three textbooks. The first one Numerical mathematics II —
Numerical solution of differential equations [15] was published by Charles University.
The other two were published by the University of West Bohemia: Selected chapters
from the theory of numerical methods for the solution of differential equations and
Introduction to the theory of generalized functions that discusses the foundations of
the theory of distributions. He also translated with Dr. Práger the famous mono-
graph by A. Ralston: A first course in numerical analysis [13]. Dr. Vitásek was
a member of the board of examiners for the Final State Exams and the board for
the Rigorous Exams.

Emil Vitásek is a researcher with wide interests connected mainly with technical
problems. He has a deep knowledge of aviation, but also of modern history and
literature. He won the Czechoslovak national championship in correspondence chess.
Anyone who comes to him with any problem, whether mathematical or generally
human, finds that he is always a patient and attentive listener. Finally, we would
like to mention his continuous aversion against the communist regime.

5. Felicitations

We all wish to Dr. Milan Práger and Dr. Emil Vitásek to their jubilees a good
health and great satisfaction for a number of happy years.
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[6] Kř́ıžek, M., Práger, M., Vitásek, E.: Spolehlivost numerických výpočt̊u. Pokroky
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M. Biák, D. Janovská
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Institute of Mathematics CAS, Prague 2015

DIFFERENTIAL ALGEBRAIC EQUATIONS OF FILIPPOV TYPE

Martin Biák, Drahoslava Janovská
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Abstract: We will study discontinuous dynamical systems of Filippov-type.
Mathematically, Filippov-type systems are defined as a set of first-order dif-
ferential equations with discontinuous right-hand side. These systems arise in
various applications, e.g. in control theory (so called relay feedback systems),
in chemical engineering (an ideal gas–liquid system), or in biology (predator-
prey models). We will show the way how to extend these models by a set of al-
gebraic equations and then study the resulting system of differential-algebraic
equations. All MATLAB simulations are performed in modified version of the
program developed by Petri T. Piiroinen and Yuri A. Kuznetsov published in
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1. Introduction

There are a variety of engineering problems involving dynamical systems. In
recent years, the need to describe systems with a discontinuity in the state vari-
ables has emerged. The theory of the non-smooth systems has been introduced and
thoroughly studied in [9]. From recent years, let us mention the book [5].

In addition to dynamical systems described by ordinary differential equations
there are also models that require the use of differential equations along with alge-
braic ones. These are so-called differential algebraic equations (DAEs).

From the dynamical point of view, the essential differences between differential-
algebraic equations (DAEs) and explicit ordinary differential equations (ODEs) arise
in so-called singular problems, which lead to new dynamic phenomena such as those
displayed at impasse points or singularity-induced bifurcations.

The origins of DAEs theory can be traced back to the work of K. Weierstrass
and L. Kronecker on parameterized families of bilinear forms [20, 14]. In terms of
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matrices, pencils were applied to the analysis of linear systems of ordinary differ-
ential equations with a possibly singular leading coefficient matrix by F. R. Gant-
macher [10, 11]. Another milestone is the work of P. Dirac on generalized Hamil-
tonian systems [6, 7, 8]. The key ideas supporting what nowadays is known as the
differentiation index of a semi-explicit DAEs can be found in these references. The
work of Dirac was mainly motivated by applications in mechanics. A large amount of
research on differential-algebraic equations has also been motivated by applications
in circuit theory. The differential-algebraic form of circuit equations is naturally due
to the combination of differential equations coming from reactive elements with alge-
braic (non-differential) relations modeling Kirchhoff laws and device characteristics.

To “measure” how difficult is to solve a DAEs system, the concept of indices has
been introduced. There are different indices (Kronecker index, strangeness index,
differentiation index, perturbation index, etc.), and the choice of the index depends
on the DAEs and on the application, for which it is used (see [13, 19]).

If the model with DAEs features a discontinuity, then we have to modify the
non-smooth dynamical systems theory to include DAEs. We will extend the theory
of the non-smooth systems, namely the theory of Filippov systems, to the systems
with DAEs. Finally, we will apply this theory to some application from chemical
engineering.

2. Filippov systems

Let ϕ be a continuous and differentiable scalar function, ϕ : D ⊆ Rn → R, n ≥ 2.
The function ϕ divides the region D into three parts:

S1 = {x ∈ D ⊆ Rn : ϕ(x) > 0},

S2 = {x ∈ D ⊆ Rn : ϕ(x) < 0},
Σ = {x ∈ D ⊆ Rn : ϕ(x) = 0}.

Let us assume that the function ϕ has a non-vanishing gradient∇ϕ on the bound-
ary Σ. We define the Filippov system F on D = S1 ∪ S2 ∪ Σ as

F : ẋ =


f (1)(x) , x ∈ S1 ,

f (0)(x) , x ∈ Σ ,

f (2)(x) , x ∈ S2 ,

(1)

where x(t) ∈ Rn, f (i) : Rn → Rn, i = 0, 1, 2, are sufficiently smooth functions in all
arguments, and t ∈ R. We suppose that the state space D = S1 ∪ S2 ∪ Σ, D ⊂ Rn,
the vector fields f (1) on S1 and f (2) on S2 are given.

We have to define the vector field f (0) that determines the behavior of the sys-
tem (1) on the boundary Σ. There are several possible scenarios that occur if the
trajectory with an initial condition x0 6∈ Σ reaches the boundary Σ. Let for example
x0 ∈ S1. The trajectory can cross the boundary from S1 to S2, turn back to S1,
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or it can even slide along the boundary Σ. The direction in which the trajectory
continues after a contact with Σ is affected by both vector fields f (1) and f (2).

Let us define a scalar function σ(x), x ∈ Σ, as the product of dot products in Rn

σ(x) = 〈∇ϕ(x), f (1)(x)〉 · 〈∇ϕ(x), f (2)(x)〉. (2)

The sign of the function σ(x) determines the behavior of the trajectory after a contact
with the boundary Σ. Let us use this sign as a criterion for the identification of two
types of sets on the boundary Σ, a crossing set Σc and a sliding set Σs,

Σc ⊆ Σ = {x ∈ Σ : σ(x) > 0},

Σs ⊆ Σ = {x ∈ Σ : σ(x) ≤ 0}.
The vector field f (0) on the boundary Σ is defined as follows:
• on Σc,

f (0) =
1

2

(
f (1) + f (2)

)
, (3)

• on Σs, the vector field f (0) is defined as a convex combination

f (0) = (1− λ) f (1) + λ f (2), λ =
〈∇ϕ, f (1)〉

〈∇ϕ, f (1) − f (2)〉 , 0 ≤ λ ≤ 1 . (4)
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Let us note that Σc contains those points x ∈ Σ in which both vectors f (1)(x)
and f (2)(x) head to the same region. The set Σs = {x ∈ Σ : σ(x) ≤ 0} contains
those points x ∈ Σ in which all other cases of configuration occur.

The equation (4) is called the Filippov convex combination. Let us note that it
is not the only possibility how to define the vector field on the boundary Σ. Another
possibility is for example to apply the so-called Utkin’s equivalent control method,
see e.g. [5].

Remark 2.1 Formula (4) follows from the fact that the trajectory slides along the
sliding set, i.e., the vector field f (0)(x) must be tangent to Σs,

〈∇ϕ(x), f (0)(x)〉 = 0, ∀x ∈ Σs. (5)
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On the sliding boundary Σs special points, so called sliding points, can be de-
tected. Let us classify some of them.

• Singular sliding point is a point x ∈ Σs such that

〈∇ϕ(x), f (1)(x)〉 = 0 and also 〈∇ϕ(x), f (2)(x)〉 = 0 .

At these points, both vectors f (1)(x) and f (2)(x) are tangent to Σs.

• The point x ∈ Σs is a generic pseudo-equilibrium if

f (0)(x) = 0 , f (1)(x) 6= 0 , f (2)(x) 6= 0 .

At these points, the vectors f (1)(x) and f (2)(x) are anti-collinear.

• In a boundary equilibrium x ∈ Σs, one of the vectors f (i)(x) vanishes,

f (1)(x) = 0 or f (2)(x) = 0 .

• The point x ∈ Σs is a tangent point if both f (1)(x) 6= 0 , f (2)(x) 6= 0 and

〈∇ϕ(x), f (1)(x)〉 = 0 or 〈∇ϕ(x), f (2)(x)〉 = 0 .

In this case, both vectors f (1)(x), f (2)(x) are nonzero, but one of them is tangent
to Σ. The tangent point terminates Σs in Σ, i.e., the sliding set Σs can be
delimited solely by computing all tangent points.

3. Filippov systems with DAEs

Differential algebraic equations have become a widely accepted tool for the mode-
ling and simulation of constrained dynamical systems in numerous applications, such
as mechanical multibody systems, electrical circuit simulation, chemical engineering,
control theory, fluid dynamics, and many other areas.

Let us have a general nonlinear system of differential-algebraic equations

F(t, z, ż) = 0, (6)

where F : I × U × V → Rn, t ∈ I, z(t) ∈ U , ż(t) ∈ V , z : I → Rn is an unknown
function, z ∈ C1(I,Rn), I ⊆ R is a compact interval, U, V ⊆ Rn are open regions.

Let the equation (6) be equipped with the initial condition

z(t0) = z0, t0 ∈ I, z0 ∈ Rn. (7)
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Definition 3.1 Let the system of differential-algebraic equations (6), (7) be uniquely
solvable. We define the so-called derivative array equations as

F`(t, z, ż, . . . , z
(`+1)) :=


F(t, z, ż)

d
d t

F(t, z, ż)
...

d `

d t`
F(t, z, ż)

 , (8)

where we can expand the term d
d t

F(t, z, ż) using the chain rule:

d

d t
F(t, z, ż) = Ft(t, z, ż) + Fz(t, z, ż)ż + Fż(t, z, ż)z̈.

Other terms can be treated similarly.

In derivative array equations (8), let us formally replace ż(t) by v(t) ∈ Rn and
(z̈(t), . . . , z(`+1)(t)) by w(t) ∈ W , W ⊆ R`n. In this setting, a given (t, z) is said to be
consistent if there exists a (t, z,v,w) ∈ I × U × V ×W for which F`(t, z,v,w) = 0.

Definition 3.2 The smallest number ν ∈ N0 for which Fν(t, z,v,w) = 0 holds for
every consistent (t, z), is called the differentiation index of (6).

The idea behind the differentiation index framework is, roughly speaking, to
define the index of (6) as the number of differentiations needed to write ż in terms
of (t, z). Further details can be found in [13] or in [19].

In many technical applications a very common form of DAEs is the so called
semi-explicit DAEs that provides a significant simplification of the fully nonlinear
system. Therefore, in what follows we will explore this particular type of DAEs.

Let us consider DAEs (6). In z(t) = (x(t),y(t)) ∈ Rm+k we distinguish two types
of variables, in particular x(t) ∈ Rm are called differential variables, and y(t) ∈ Rk,
k = n−m, are called algebraic variables.

We rewrite (6) with the new variables x(t), y(t) as the semi-explicit DAEs:

ẋ = f(x,y), (9)

0 = g(x,y) , (10)

where f : U × V → Rm, g : U × V → Rk, x : I → U , y : I → V , x ∈ C1(I,Rm)
I ⊆ R is a compact interval, U ⊆ Rm and V ⊆ Rk are open regions, [18]

The proof of the following Theorem and more information can be found in
e.g. [19, 13].

Theorem 3.1 Consider the semi-explicit differential algebraic equation (9)–(10).
Then (9)–(10) has the differentiation index ν = 1 if and only if the Jacobi matrix
gy(x,y) is regular for all consistent points (x,y) ∈ U × V .
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Remark 3.1 In (9),(10) the differential part of DAEs is denoted by f , the algebraic
part by g.

Let us suppose that our system of DAEs (9),(10) has differentiation index ν = 1.
It implies that the Jacobi matrix gy(x,y) is regular for all consistent points (x,y) ∈
U × V . Thus according to the Implicit Function Theorem, there exists a function
h : Rm → Rk, such that y = h(x), and

g(x, h(x)) = 0, ∀x ∈ U ⊆ Rm .

We substitute y = h(x), x ∈ Rm, into (9) and obtain

ẋ = f(x,h(x)), (11)

where x ∈ U ⊆ Rm.
The equation (11) is a system of ODEs on the (n− k)–dimensional manifold

M = {(x,y) ∈ Rm+k : g(x,y) = 0}, m+ k = n. (12)

Let again a continuous and differentiable scalar function ϕ : D ⊆ Rm+k → R
divide the region D ⊆ Rm+k into three parts:

S1 = {(x, y) ∈ D ⊆ Rm+k : ϕ(x, y) > 0},
S2 = {(x, y) ∈ D ⊆ Rm+k : ϕ(x, y) < 0},
Σ = {(x, y) ∈ D ⊆ Rm+k : ϕ(x, y) = 0}.

We define a Filippov system F on D = S1 ∪ S2 ∪ Σ as

F :

[
ẋ
0

]
=


F(1)(x, y), (x, y) ∈ S1

F(0)(x, y), (x, y) ∈ Σ

F(2)(x, y), (x, y) ∈ S2

F(i) =

[
f (i)

g(i)

]
, i = 0, 1, 2 ,

where x(t) ∈ Rm, y(t) ∈ Rk, t ∈ R, f (i) : Rm × Rk → Rm, g(i) : Rm × Rk → Rk, i =
0, 1, 2, are sufficiently smooth functions in all arguments.

Similarly as in generic Filippov systems, we define the function

σ(x, y) = 〈∇ϕ(x, y),F(1)(x, y)〉 · 〈∇ϕ(x, y),F(2)(x, y)〉.

that divides the boundary Σ into a crossing set Σc and a sliding set Σs,

Σc ⊆ Σ = {(x, y) ∈ Σ : σ(x, y) > 0},

Σs ⊆ Σ = {(x, y) ∈ Σ : σ(x, y) ≤ 0}.
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On Σc, we set F(0) =
1

2

(
F(1) + F(2)

)
, on Σs, we define the vector field F(0) as a convex

combination

F(0) = (1− λ) F(1) + λF(2), λ =
〈∇ϕ,F(1)〉

〈∇ϕ,F(1) − F(2)〉 , 0 ≤ λ ≤ 1 . (13)

According to the convex combination (13), we can couple the differential parts of
DAEs given by f (1), f (2), and separate them from the coupling of the algebraic parts
given by g(1), g(2), i.e.,

f (0) = (1− λ) f (1) + λ f (2), (14)

g(0) = (1− λ) g(1) + λg(2). (15)

The coupling of the differential equations of DAEs (14) is the same as in Section 2,
but the coupling of the algebraic equations (15) is much more difficult. We don’t
a priori know which equations couple together, because here we don’t have derivatives
on the left side of the equations.

There are different ways to deal with this problem. Some authors prefer to pair
only differential equations of DAEs and then add to them all algebraic equations.

We prefer to pair algebraic equations, too. This, however, requires more infor-
mation about the system F . Usually, we model some real applications and therefore
each equation (differential or algebraic) has a physical meaning. In that case, we
couple together the algebraic equations with the same physical meaning. Otherwise
we could obtain unreasonable results. For more details and examples of coupling,
see [13].

Let

Mi = {(x, y) ∈ Rm+k : g(i)(x, y) = 0}, i = 1, 2, (16)

be (n−k)-manifolds, where n = m+k. In Figure 1, the evolution of the trajectory on
the manifolds M1 and M2 is shown. The trajectory starts with the initial condition
(x(t0), y(t0)) = (x0, y0) ∈M1 and crosses the boundary Σ to the manifold M2 at the
crossing point (x(te), y(te)) = (xe, ye). The subscript e denotes the so-called event,
here the event is the contact of the trajectory with the boundary. In the following
example, we illustrate the behavior of trajectories on manifolds M1 and M2.

Example 3.1 Let us have the Filippov system

F :

 ẋ1

ẋ2

0

 =

 F(1)(x1, x2, y) , ϕ(x1, x2, y) < 0,

F(2)(x1, x2, y) , ϕ(x1, x2, y) > 0,
(17)
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Figure 1: Evolution of the trajectory on the manifolds M1 and M2.

where

F1(x1, x2, y) =

 −x1 − 3x2 + y + 15
3x1 − x2 − 2y
x1 − y

 ,
}

f (1)}
g(1)

(18)

F2(x1, x2, y) =

 x1 + 3x2 + 2y − 1
3x1 + x2 − 3y
x1 + y

 ,
}

f (2)}
g(2)

(19)

Let the function ϕ : R2+1 → R be defined as

ϕ(x1, x2, y) = x1. (20)

Because ∇ϕ(x1, x2, y) = (1, 0, 0) and x1 = 0 for (x1, x2, y) ∈ Σ, the scalar function
σ(x1, x2, y) has the form

σ(x1, x2, y) = (−3x2 + y + 15)(3x2 + 2y − 1).

The function σ divides the boundary Σ into two sets:

Σc ⊆ Σ = {(x1, x2, y) ∈ Σ : σ(x1, x2, y) > 0},

Σs ⊆ Σ = {(x1, x2, y) ∈ Σ : σ(x1, x2, y) ≤ 0}.
On Σs, we set

F(0) = (1− λ) F(1) + λF(2),

8



T

M2

M1

2

T1

Figure 2: The phase portrait of the Filippov system in Example.

where

λ =
−3x2 + y + 15

−6x2 − y + 16
.

In Figure 2, the initial condition for each trajectory is depicted with the small blue
circle. The yellow and green planes are the (n − k)–dimensional manifolds M1 and
M2, n = 3, k = 1,

M1 = {(x, y) ∈ R3 : y = x1}, M2 = {(x, y) ∈ R3 : y = −x1}. (21)

The boundary Σ is depicted as the intersection of manifolds M1 and M2. On the
boundary Σ, there are two tangent points T1 and T2 that delimit the set of sliding.

4. Soft drink process

The process of manufacturing soft-drink depicted in Figure 3 is based on the
reaction between CO2 and water:

CO2 +H2O → H2CO3. (22)
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1. Introduction

In the simplified model studied in [3] and [4] was possible in each continuous model, namely the gas
model and the liquid model, to express unknown variables from the algebraic equations and obtain
a model described only by ordinary differential equations. It was due to several assumptions about
ideal behaviour of the gas and the liquid, and due to the fact that there was only one component
in the liquid phase. If the liquid phase contains more component and some of the simplifying
assumptions are violated, one have to work with the diferential algebraic equations.
A study of the sliding motion in such a system is advantageous in the form of the equivalent
dynamic equations. Jyoti Agrawal, Kannan M. Moudgalya, and Amiya K. Pani showed in 2006
that the discontinuous systems described by differential algebraic equations can by treated by the
same routine as the discontinuous systems described by ordinary differential equations, and thus
the equivalent dynamic equations can be obtained, see [2]. Such a routine allow to study a much
broader spectrum of problems, even the gas–liquid system with the multiple components and a
chemical reaction.

2. Soft-drink process

(a)

-CO2
Water

-
Dissolved CO2
Water
H2CO3

(b)

-CO2
Water

- CO2

Figure 1: The soft-drink process.

The process of manufacturing soft-drink, depicted in Fig. 1, is based on reaction between CO2 and
water:

CO2 +H2O → H2CO3. (1)

The following assumptions were made to help simplify the model.

1. In the system are only components CO2, H2O and H2CO3 denoted as 1, 2 and 3.

2. Intermediate ionisation reactions and dissociation of H2CO3 are ignored.

3. In the liquid, there are no gas bubbles.

1

Figure 3: The soft-drink process.

To simplify the model, we will suppose that

- The system contains only components CO2, H2O and H2CO3 (denoted by
indices 1, 2 and 3, respectively).

- Intermediate ionisation reactions and dissociation of H2CO3 are ignored.

- In the liquid there are no gas bubbles.

- The valve dynamics is ignored.

- The flow rate through the valve is proportional to the difference of the tank
pressure P and the outlet pressure Pout.

- The temperature T , the molar inflow rates F1 and F2, the outlet pressure, valve
coefficients kG and kL and the valve opening X are all constant.

Let

M1 = M1(t) , M2 = M2(t) , M3 = M3(t) ,

be the total molar hold-ups of CO2, H2O and H2CO3, respectively. For a fixed t, let
us define a scalar function ϕ = ϕ(M1,M2,M3),

ϕ(M1,M2,M3) =
M2

ρL
+
M3

ρa
− Vd , (23)

where ρL, ρa are molar densities of water and acid, respectively. The volume of the
whole tank is equal to V and the part of the volume that is below the opening of
the dip tube is denoted as Vd, 0 < Vd < V .

Similarly as in [4] and [2], in the tank two systems take place: the liquid model
(the liquid leaves the tank) if ϕ(M1,M2,M3) > 0 or the gas model (the gas leaves
the tank) for ϕ(M1,M2,M3) < 0 . The acid phase consists of H2CO3, H2O and
dissolved CO2 while the gas phase contains only CO2. As a consequence, the liquid
model is described by 3 ODEs and 6 algebraic equations , the gas model needs also
3 ODEs but only 4 algebraic equations. Let us give the list of these equations.
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Differential equations:

Liquid model : ϕ(M1,M2,M3) > 0 Gas model : ϕ(M1,M2,M3) < 0

dM1

dt
= F1 − L1 − rV ,

dM1

dt
= F1 −G− rV ,

dM2

dt
= F2 − L2 − rV ,

dM2

dt
= F2 − rV ,

dM3

dt
= −L3 + rV ,

dM3

dt
= rV ,

The molar flow rates of the components through the valve are denoted L1, L2 and L3

in the liquid model and G in the gas model. The rate r of the reaction (22) is given
by

r = κc
M1M2

V 2
, where κc is the rate constant. (24)

Algebraic equations:

Liquid model : ϕ(M1,M2,M3) > 0 Gas model : ϕ(M1,M2,M3) < 0

0 = M1 − (M` +Mg) , 0 = M1 − (M` +Mg) ,

0 = P − σM`

M` +M2 +M3

, 0 = P − σM`

M` +M2 +M3

,

0 = V −
(
M1RT

P
+
M2

ρL
+
M3

ρa

)
, 0 = V −

(
M1RT

P
+
M2

ρL
+
M3

ρa

)
,

0 =
M2

M` +M2 +M3

− L2

L1 + L2 + L3

, 0 = G− kGX(P − Pout) ,

0 =
M3

M` +M2 +M3

− L3

L1 + L2 + L3

,

0 = L1 + L2 + L3 − kLX(P − Pout) ,

P and T means pressure and temperature in the tank, the hold-ups of CO2 in liquid
and gas are denoted M` and Mg, the constant X is a valve opening, R is a gas
constant and σ is Henry’s constant for CO2.

The straightforward computation shows that both the system of DAEs for the
gas mode and the system of DAEs for the liquid model have differentiation index
ν = 1, [13].

Let us denote x = (x1, x2, x3) the differential variables, y = (y1, y2, y3, y4, y5, y6)
the algebraic ones.

For differential variables in both models we set

x1 := M1, x2 := M2, and x3 := M3 .

As the algebraic variables are concerned, we have to distinguish the models. In the
gas model the algebraic variables are y = (y1, y4, y5, y6) and we substitute

y1 := G, y4 := Mg, y5 := M`, and y6 := P .
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In the liquid model y = (y1, y2, y3, y4, y5, y6), where we substitute

y1 := L1, y2 := L2, y3 := L3, y4 := Mg, y5 := M`, and y6 := P .

We extend the functions f (1), f (2), g(1), g(2) to all variables from liquid and gas model
(x,y) = (x1, x2, x3, y1, y2, y3, y4, y5, y6). Then we can define the Filippov system F

F :

[
ẋ
0

]
=


F(1)(x, y) , (x, y) ∈ S1,

F(0)(x, y) , (x, y) ∈ Σ,

F(2)(x, y) , (x, y) ∈ S2

F(i) =

[
f (i)

g(i)

]
, i = 0, 1, 2, (25)

where we set x = (x1, x2, x3) and y = (y1, y2, y3, y4, y5, y6), and

f (1)(x,y) =


F1 −G− κc

M1M2

V

F2 − κc
M1M2

V

κc
M1M2

V

 , f (2)(x,y) =


F1 − L1 − κc

M1M2

V

F2 − L2 − κc
M1M2

V

−L3 + κc
M1M2

V

 . (26)

g(1)(x, y) =



y1 − kGX(y6 − Pout)

x1 − (y5 + y4)

y6 −
σy5

y5 + x2 + x3

V −
(
x1RT

y6

+
x2

ρL
+
x3

ρa

)


, (27)

g(2)(x, y) =



x2

y5 + x2 + x3

− y2

y1 + y2 + y3

x3

y5 + x2 + x3

− y3

y1 + y2 + y3

y1 + y2 + y3 − kLX(y6 − Pout)

x1 − (y5 + y4)

y6 −
σy5

y5 + x2 + x3

V −
(
x1RT

y6

+
x2

ρL
+
x3

ρa

)



. (28)
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We apply the routine described in Section 3 to our system and obtain the convex
combination of the differential part:

ẋ1 = F1 − y1 − κc
x1x2

V
, (29)

ẋ2 = −λy2 + F2 − κc
x1x2

V
, (30)

ẋ3 = −λy3 + κc
x1x2

V
, (31)

where

λ =
F2ρa + κc

x1x2

V 2
(ρL − ρa)

y2ρa + y3ρL
. (32)

The convex combination of the algebraic part is

0 =
x2

y5 + x2 + x3

− y2

y1 + y2 + y3

,

0 =
x3

y5 + x2 + x3

− y3

y1 + y2 + y3

,

0 = (1− λ) (y1 − kGX(y6 − Pout)) + λ (y1 + y2 + y3 − kLX(y6 − Pout)) ,

0 = x1 − (y5 + y4),

0 = y6 −
σy5

y5 + x2 + x3

0 = V −
(
x1RT

y6

+
x2

ρL
+
x3

ρa

)

Parameter Value Meaning

F1 (mol/s) 0.5 molar inflow of CO2

F2 (mol/s) 7.5 molar inflow of water

ρL (mol/`) 50 molar density of water

ρa (mol/`) 16 molar density of acid

V (`) 10 volume of the tank

Vd (`) 2.25 volume below the outlet tube

T (K) 293 absolute temperature

Pout (atm) 1 pressures in the outlet

X 1.0 valve opening

kL (mol/atm/s) 2.5 valve coef. for the liquid flow

kG (mol/atm/s) 3.0 valve coef. for the gas flow

κc (`/mol/s) 0.433/4000 rate constant

σ (atm) 1640 Henry’s constant for CO2

R (` atm/mol/K) 0.0820574587 gas constant

Table 1: The parameters used for the simulation of the system.
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Figure 4: Soft-drink process: a)–c) The integral curves of the state variables
M1, M2 and M3. d) The trajectory of the system (25) starting at the point
(0.72, 95, 0).

The behavior of the solution of the Filippov system (25) depends on thirteen
parameters F1, F2, ρL, ρa, V, Vd, T, Pout, X, kL, kG, κc, σ, for a particular values used in
simulations, see Table 1.

In Figure 4 a)–c), the integral curves of the state variables M1, M2 and M3 are
depicted. In Figure 4 d), the trajectory in coordinates (M1, M2, M3) starting at
the point (0.72, 95, 0) is drown, and the boundary Σ (red plane) is shown. On the
boundary Σ, the generic pseudo-equilibrium P was detected.

5. Conclusions

In the paper, we gave a brief overview of the theory of Filippov dynamical sys-
tems for ordinary differential equations. Many specific applications for example in
chemical engineering are based on models of differential algebraic equations, i.e., the
problem formulation contains both differential equations and algebraic equations.
We show that also in this case the system can be seen as a dynamical system of
Filippov type.

As a practical example, a model of the gas-liquid system with a reaction is pre-
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sented. This system can’t be formulated as a Filippov system with ODEs only. An
extension of the Filippov systems theory is necessary. By using a modified Filippov
convex method, the integral curves of both differential and algebraic variables can
be obtained.

Let us remark that the study of the gas-liquid system is just the first step towards
modeling of the real HDPE (High Density Polyethylene) reactor.

In the future, we intend to perform additional studies of Filippov systems with
DAEs. Till now, there are assumptions that are too restrictive. Deeper understand-
ing of the behavior of non-smooth dynamical systems defined by DAEs is required.

In simplified model, the generic pseudo-equilibrium P on the boundary Σ acted
as an attractor for the whole state space, see [2, 3]. We want to find out whether
this also applies in a more general model.

All MATLAB simulations were performed in a modified version of the program
developed by Petri T. Piiroinen and Yuri A. Kuznetsov [17].
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[4] Biák, M. and Janovská, D.: Filippov systems with DAE. In: R. Blaheta, J. Starý,
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Institute of Mathematics CAS, Prague 2015

DIMENSION REDUCTION FOR INCOMPRESSIBLE PIPE

AND OPEN CHANNEL FLOW INCLUDING FRICTION

Mehmet Ersoy

Université de Toulon
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1. Introduction

Simulation of free surface pipe or open channel flow plays an important role

in many engineering applications such as storm sewers, waste or supply pipes in

hydroelectric installations, etc.

The free surface flows are described by a newtonian, viscous and incompressible

fluid through the three-dimensional incompressible Navier-Stokes equations. The use

of the full three-dimensional equations leads to time-consuming simulations. There-

fore, for specific applications such as shallow water, one can proceed to a model

reduction preserving some of the main physical features of the flow leading to the

so-called shallow water equations. This is one of the most challenging issues that we

address with the obvious consequence to decrease the computational time. During

these last years, many efforts were devoted to the modelling and the simulation of

free surface water flows (see for instance [14, 13, 6, 5, 10, 9, 8, 11, 1, 7, 2, 3] and the

reference therein).

The classical shallow water equations are usually derived from the

three-dimensional Navier-Stokes equations (or the two-dimensional Navier-Stokes

equations) by vertical averaging. It leads to a two-dimensional or a one-dimensional
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shallow water model. For instance, Gerbeau and Perthame [10] study the full

derivation of the one-dimensional shallow water equations from the two-dimensional

Navier-Stokes equations while [11] considers the two-dimensional equations obtained

from the three-dimensional one. In both cases, the so-called “motion by slices” is

obtained. This property ensures that the horizontal velocity does not depend upon

the vertical coordinate. As a consequence, one can perform the model reduction

by vertical averaging. Following the applications under consideration, one can take

into account as a source term the Coriolis effects, the topography, the friction, the

capillary effects, the geometry, etc.

Unlike the previous works, we propose to study the full derivation of a one-

dimensional free surface flows for pipe and open channel from the

three-dimensional Navier-Stokes equations. In particular, we propose to revisit

the work by Bourdarias et al. [3] done in the context of the three-dimensional Euler

equations. The use of the Navier-Stokes equations with suitable boundary conditions

allows first to establish the crucial “motion by slices” property, and second to include

the friction (linear or non-linear) into the derivation. Let us emphasize that it was

not possible to deal with in the framework of Bourdarias et al. [3]. More precisely,

this property was assumed from the beginning and the friction was added to the

obtained averaged equations.

The paper is organized as follows. In Section 2, we recall the full incompressible

Navier-Stokes equations defining the boundary conditions including a general friction

law, and we fix the notations. The “motion by slices” property under large Reynolds

number flows is obtained through the hydrostatic equations (approximation) in Sec-

tion 3. Next, these equations are averaged through the pipe or open channel section

assumed to be orthogonal to the main flow direction. Finally, we obtain the one-

dimensional free surface model. Since the constructed model is similar to the one

by Bourdarias et al. [3], the issues of the numerical approximation is not addressed

here. Please, refer to [1] or [4].

2. The incompressible Navier-Stokes equation and its closure

In this section, we fix the notations of the geometrical quantities involved to

describe the thin domain representing a pipe or an open channel. In particular,

without loss of generality (see Remark 2.1), we consider the case of pipe with circular

section.

2.1. Geometrical settings

Let us consider an incompressible fluid confined in a three-dimensional rigid do-

main P representing a pipe or a channel, of length L:

P :=
{
(x, y, z) ∈ R

3; x ∈ [0, L], (y, z) ∈ Ωp(x)
}

where the section Ωp(x), x ∈ [0, L], is

Ωp(x) = {(y, z) ∈ R
2; y ∈ [α(x, z), β(x, z)], z ∈ [0, 2R(x)]}
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as displayed on figure 1(a). Both flows and pipe are assumed to be oriented in the

i-direction.

With these settings, we define the free surface section by

Ω(t, x) = Ωp(x) ∩ {(y, z) ∈ R
2; 0 6 z 6 H(t, x, y)}, t > 0, x ∈ [0, L]

assumed to be orthogonal to the main flow direction. H(t, x, y) is the local water

elevation from the surface z = 0 in the Ωp(x)-plane. R(x) stands for the radius of

the pipe section S(x) = πR2(x), α(x, z) (resp. β(x, z)) is the left (resp. the right)

boundary point at elevation 0 6 z 6 2R(x) as displayed on figure 1(b).

On the wet boundary (part of the boundary in contact with water), we define

the coordinate of a point m ∈ ∂Ω(t, x) := Γb(t, x), t > 0, x ∈ [0, L], by (y, ϕ(x, y))
where

Γb(t, x) = {(y, z) ∈ R
2; z = ϕ(x, y) 6 H(t, x, y)} .

Then, we note n =
m

|m| the outward unit vector at the point m ∈ ∂Ω(t, x), x ∈ [0, L]

as represented on figure 1(b). The point m also stands for the vector ωm where

ω(x, 0, b(x)) defines the main slope elevation of the pipe with b′(x) = sin θ(x).
On the free surface, we define the coordinate of a point m ∈ ∂Ω(t, x) := Γfs(t, x),

t > 0, x ∈ [0, L], by (y,H(t, x, y)) where

Γfs(t, x) = {(y, z) ∈ R
2; z = H(t, x, y)} .

Finally, we note

h(t, x, y) = H(t, x, y)− ϕ(x, y)

the local elevation of the water.

(a) Configuration (b) Ω-plane

Figure 1: Geometric characteristics of the pipe

Remark 2.1 One can easily adapt this work to any realistic pipe or open chan-

nel by defining appropriately the previous quantities. For instance, in the case of

“horseshoe” section (see figure 2(a)), the section Ωp(x), x ∈ [0, L], is given by

Ωp(x) = ΩH(x) ∩ ΩR(x)
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where

ΩH(x) =
{
(y, z) ∈ R

2; y ∈ [α(x, z), β(x, z)], z ∈ [0, H(x)]
}

and

ΩR(x) = {(y, z) ∈ R
2; y ∈ [α(x, z), β(x, z)], z ∈ [H(x), R(x)]} .

H is the height of the trapezoidal basis and R is the radius of the upper part of the

“horseshoe”. A second example is represented on figure 2(b).

(a) “horseshoe” section (b) open channel

Figure 2: Example of a pipe and a open channel geometry

2.2. The water flow model

In the domain P, we assume that the flow is incompressible and the pipe is

always partially filled (otherwise we have to deal with pressurized flows that we omit

here, please see [3] for details). Thus, we consider the incompressible Navier-Stokes

equations with a prescribed general wall law conditions including friction on the wet

boundary and a no stress one on the free surface. We complete the system with

inflows and outflows conditions at the upstream and downstream ends.

The governing equations for the motion of an incompressible fluid in [0, T ]× P,

T > 0 are given by

{
div(ρ0u) = 0 ,

∂t(ρ0u) + div(ρ0u⊗ u)− divσ − ρ0F = 0 ,
(1)

where u =

(
u
v

)

is the velocity fields with u the i-component and v =

(
v
w

)

the Ω-component, ρ0 is the density of the fluid at atmospheric pressure and F =

−g





− sin θ(x)
0

cos θ(x)



 is the external gravity force of constant g. The total stress tensor

can be written:

σ =

(
−p+ 2µ∂xu R(u)

t

R(u) −pI2 + 2µDy,z(v)

)

(2)
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where I2 is the identity matrix, µ is the dynamical viscosity and R(u) is defined by

R(u) = µ (∇y,zu+ ∂xv). ∇y,zu =

(
∂yu
∂zu

)

is the gradient of u with respect to (y, z).

Noting X t the transpose of X , we define the strain tensor Dy,z(v) with respect to

the variable (y, z):
2Dy,z(u) = ∇y,zv+∇t

y,zv .

2.3. The boundary conditions

The Navier-Stokes system (1)–(2) is completed with suitable boundary conditions

to introduce the border friction term on the wet boundary. On the free surface, we

prescribe a no-stress condition.

On the wet boundary

For pipe flow calculations, the Darcy-Weisbach equation, valid for laminar as well

as turbulent flows, is generally adopted. Roughly speaking, such formula relates

losses h occurred during flows and it reads:

h = Cf
L

D

U2

2g

where L, D, U are the pipe length, the pipe diameter and the velocity. The friction

factor Cf , rather being a simple constant, turns out to be a factor that depends upon

several parameters such as the Reynolds number Re, the relative roughness δ, the
Froude number Fr, the Mach number Ma, geometrical parameters, etc., and cannot

be set as a constant. Following the type of the material, rough or smooth pipe,

leaves Cf depend upon less quantities and lead to several expressions. An empirical

transition function for the region between smooth pipes and the complete turbulence

zone has been proposed by Colebrook:

1
√

Cf

= −0.86 ln

(

δ

3.7D
+

2.51

Re

√
Cf

)

where δ is the roughness of the material.

Because of the extreme complexity of the rough surfaces, most of the advances in

understanding have been developed around experiments leading to charts such as the

Moody-Stanton diagram, expressing Cf as a function of the Reynolds number Re,

the relative roughness and some geometrical parameters depending on the material.

This yields to several formula depending on the modelling, for instance Chézy and

Manning which are well-known by the engineers community, see for instance [16, 15].

For laminar flow, the effects of the material roughness can be ignored due to

a presence of a thin laminar film at the pipe wall. Then, it can be shown that

the Darcy-Weisbach equation reduces to Cf =
64

Re
that we note Cf = Cl in the

sequel. And, the losses are directly proportional to the velocity. When increasing the
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Reynolds number Re, the thin laminar film becomes unstable and causes turbulence

increasing the head loss. Thus, the dependence on the Reynolds number Re can be

neglected and the head loss is almost directly proportional to U2. The value of the

friction factor, that we note Cf = Ct in the sequel, can be read on diagrams.

In particular, this motivates the use of the following general friction law:

k(u)u = Cf(|u|)u = Clu+ Ct|u|u, Cl > 0, Ct > 0 (3)

where Cf stands for the friction factor. We do not intend in this work to define

precisely the friction law but instead, we want to directly include it in its general

form to explicitly show its dependency on physical parameters in the present model

reduction.

Thus, on the inner wall ∂Ωp(x), ∀x ∈ (0, L), we assume a wall-law condition

including a general friction law:

(σ(u)nb) · τbi = ρ0k(u)u · τbi , x ∈ (0, L), (y, z) ∈ Γb(x), i = 1, 2

where τbi is the i
th vector of the tangential basis and nb stands for the unit outward

normal vector:

nb =
1

√

(∂xϕ)2 + n · n

(
−∂xϕ
n

)

with n =

(
−∂yϕ
1

)

the outward normal vector in the Ωp-plane. Writing the wall-law

condition in its vectorial form (i.e. the tangential constraints),

σ(u)nb − (σ(u)nb · nb)nb = ρ0k(u)u, t > 0, x ∈ (0, L), (y, z) ∈ Γb(t, x) ,

one can split up the i−component and the (j,k)−components. Thus, the wall-law

boundary conditions are

R(u) · n (n · n− (∂xϕ)
2) + 2µ∂xϕ (Dy,z(v)n · n− ∂xu (n · n))

=
(
n · n+ (∂xϕ)

2
)3/2

ρ0k(u)u , (4)

2µ(∂xϕ)
2 (Dy,z(v)n− n) + ∂xϕR(u) (n · n− (∂xϕ)

2)

=
(
n · n+ (∂xϕ)

2
)3/2

ρ0k(v)v . (5)

supplemented with a no-penetration condition:

u · nb = 0, t > 0, x ∈ (0, L), (y, z) ∈ Γb(t, x)

i.e.

u∂xϕ = v · n, t > 0, x ∈ (0, L), (y, z) ∈ Γb(t, x) . (6)
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On the free surface boundary

For the sake of simplicity, on the free surface we assume a no-stress condition:

σ(u)N fs = 0, t > 0, x ∈ (0, L), (y, z) ∈ Γfs(t, x)

where

N fs =
1

√

(∂xH)2 + nfs · nfs

(
−∂xH
nfs

)

where nfs =

(
−∂yH

1

)

is the outward normal vector to the free surface.

Finally, as done before, splitting up the horizontal and the Ωp-component, the

free surface boundary conditions read

(p− 2µ∂xu)∂xH +R(u) · nfs = 0 , (7)

R(u)∂xH + (p− 2µDy,z(v))nfs = 0 . (8)

Introducing the indicator function Φ of the fluid region

Φ(t, x, y, z) =

{
1 if ϕ(x, y) 6 z 6 H(t, x, y) ,
0 otherwise

and because of the incompressibility condition, the divergence equation can be ex-

pressed as follows:

∂tΦ + ∂x(Φu) + divy,z(Φv) = 0 . (9)

3. The averaged model

The technique presented in this section is the one introduced by Gerbeau and

Perthame [10] in the context of the reduction of the two-dimensional incompressible

Navier-Stokes model to the one-dimensional shallow water equations. Here, instead,

we proceed to the reduction of the three-dimensional incompressible Navier-Stokes

equations to a one-dimensional shallow water equations.

3.1. Dimensionless Navier-Stokes equations

Thus, in the sequel we consider the non-dimensional form of the Navier-Stokes

system using the shallow water assumption by introducing a “small” parameter so

that

ε =
D

L
=

W

U
=

V

U
≪ 1

where U, V = (V,W ) are the characteristic speeds in the i−direction and the

(j,k)−direction.

23



We introduce a characteristic time T and a characteristic pressure P such that

T =
L

U
and P = ρ0U

2. The dimensionless quantities of time t̃, coordinate (x̃, ỹ, z̃)

and velocity field (ũ, ṽ, w̃), noted temporarily by a ·̃, are defined by

t̃ =
t

T
, (x̃, ỹ, z̃) =

(x

L
,
y

D
,
z

D

)

, (ũ, ṽ, w̃) =
( u

U
,
v

W
,
w

W

)

with the modified friction factor Cf/U that we write in the sequel Cf .

Let us define the following non-dimensional numbers:

Fr Froude number following the Ω-plane : Fr = U/
√

gD ,

FL Froude number following the i-direction : FL = U/
√

gL ,
Re Reynolds number with respect to µ : Re = ρ0UL/µ .

Using these new variables in Equations (1), dropping the ·̃, ordering the terms

with respect to ε, the dimensionless incompressible Navier-Stokes system becomes:

div(u) = 0 (10)

∂t(u) + ∂x(u
2) + divy,z(uv) + ∂xp = −sin θ(x)

F 2
L

+ divy,z

(
R−1

e

ε2
∇y,zu

)

(11)

+Rε,1(u)

∇y,zp =





0

−cos θ(x)

F 2
r



 +Rε,2(u) (12)

where

Rε,1(u) = R−1
e (∂x (2∂xu) + divy,z (∂xv)) = O(R−1

e )

and
Rε,2(u) = R−1

e

(
∂x
(
∇y,zu+ ε2∂xv

)
+ divy,z (2Dy,z(v))

)

−ε2 (∂t(v) + ∂x(uv) + divy,z(v⊗ v)) ,

= R−1
e (∂x (∇y,zu) + divy,z (2Dy,z(v))) +O(ε2) ,

= O(R−1
e ) +O(ε2) .

The first component of the wall-law boundary condition (4) becomes:

R−1
e

ε
∇y,zu · n =

(n · n+ ε2(∂xϕ)
2)

3/2 k(u)
U

u

(n · n− ε2(∂xϕ)2)

εR−1
e

(
2∂xϕ (Dy,z(v)n · n− ∂xu (n · n))

(n · n− ε2(∂xϕ)2)
+ ∂xv · n

)

,

= −K(u) +O(ε) +O(εR−1
e )

(13)

where we make use of the notations

K(u) =
√
n · nk(u)

U
u and ∇y,zu · n := ∂nu
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which are respectively the friction term and the normal derivative of u in the Ωp-

plane.

The second component of the wall-law boundary condition (5) becomes:

R−1
e ∇y,zu =

ε2 (n · n+ ε2(∂xϕ)
2)

3/2
ρ0

k(v)
U

v

∂xϕ(n · n− ε2(∂xϕ)2)

−2ε3R−1
e ∂xϕ

2 (Dy,z(v)n− n)

∂xϕ(n · n− ε2(∂xϕ)2)
− ε2∂xv · n ,

= O(ε2) +O(ε3R−1
e )

(14)

On the free surface, the boundary conditions (7)-(8) are now

R−1
e ∇y,zu · nfs = −ε2

(
(p− 2R−1

e ∂xu)∂xH +R−1
e ∂xv · nfs

)
(15)

= O(ε2) ,

(p− 2R−1
e Dy,z(v))nfs = −

(
R−1

e ∇y,zu+ ε2R−1
e ∂xv

)
∂xH . (16)

Thanks to the relations (15) and (16), the pressure on the free surface satisfies the

following equality

p (nfs · nfs)− 2R−1
e Dy,z(v)nfs · nfs = ε2 (∂xH)

2
(p− 2R−1

e ∂xu) = O(ε2) . (17)

3.2. First order approximation

As emphasized before in Section 2.3, when increasing the Reynolds number Re,

we observe instabilities at the pipe wall leading to turbulent flows. Assuming the

characteristic length of the thin unstable film is larger than the relative roughness of

the pipe, one can always assume some smallness of the friction law (see for instance

[16, 15]). In particular, it motivates, for large Reynolds number Re, the following

asymptotic assumptions:

R−1
e = εµ0, K = εK0 (18)

where µ0 is some viscosity constant and K0 is the asymptotic friction law

K0(u) =
√
n · n k(u)u . (19)

Under these conditions, the Archimedes principle is applicable and induces small

vertical accelerations. As a consequence, one can drop all terms of order O(ε2) in

Equations (10)–(12). Then, taking the formal limit as ε goes to 0, we deduce the

hydrostatic equations

∂x(uε) + divy,z(vε) = 0 (20)

∂t(uε) + ∂x(u
2
ε) + divy,z(uεvε) + ∂xpε = −sin θ(x)

F 2
L

+ divy,z

(µ0

ε
∇y,zuε

)

(21)

∇y,zpε =





0

−cos θ(x)

F 2
r



 (22)
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Let us emphasize that even if this system results from a formal limit, we note its

solution (pε, uε, vε) due to the explicit dependency on ε in the term divy,z

(µ0

ε
∇y,zuε

)

in Equation (21). At zero order, this term will be precisely the friction at the wet

boundary through the condition (13). In particular, the boundary conditions write

• on the wet boundary; conditions (13)-(14) are

µ0

ε
∇y,zuε · n = K0(uε) +O(ε), t > 0, x ∈ (0, L), (y, z) ∈ Γb(t, x) . (23)

• on the free surface boundary; conditions (15)-(16) and (17) are

µ0

ε
∇y,zuε · nfs

ε = O(ε), t > 0, x ∈ (0, L), (y, z) ∈ Γfs(t, x) . (24)

Next, identifying terms at order
1

ε
in Equations (20)–(22), thanks to Equa-

tions (23) and (24), we obtain the so-called “motion by slices”

uε(t, x, y, z) = u0(t, x) +O(ε) (25)

for some function u0 = u0(t, x), by solving formally the Neumann problem for t > 0,

x ∈ (0, L)
{

divy,z (µ0∇y,zuε) = O(ε) , (y, z) ∈ Ω(t, x)
µ0∂nuε = O(ε) , (y, z) ∈ ∂Ω(t, x)

One one hand, the following approximation at first order holds

uε(t, x, y, z) ≈ uε(t, x)

where uε(t, x) =
1

|Ωε(t, x)|

∫

Ωε(t,x)

uε(t, x, y, z) dy dz is the mean speed of the fluid over

the wet section. Consequently, one can approximate at first order the non-linear term

as follows

u2
ε ≈ uε

2 . (26)

On the other hand, using the second component of Equations (22), we may write

∂zpε(t, x, y, z) = −cos θ(x)

F 2
r

+O(ε) .

Then, fixing y and integrating this equation for ξ ∈ [z,H(t, x, y)], keeping in mind

the identity (17), we obtain

pε(t, x, y, z) =
cos θ

F 2
r

(Hε(t, x, y)− z) +O(ε) .
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Moreover, using the first component of Equations (22) leads to

Hε(t, x, y) = Hε(t, x, 0) +O(ε) . (27)

As a consequence, we recover the classical hydrostatic pressure

pε(t, x, y, z) ≈ cos θ

F 2
r

(Hε(t, x, 0)− z) , (28)

Finally, in view of the the definition of the water elevation Hε (27), the wet section

is approximated at first order as follows, t > 0, x ∈ [0, L]:

Ωε(t, x) = {(y, z) ∈ R
2;α(x, z) 6 y 6 β(x, z) and 0 6 z 6 Hε(t, x, 0)} (29)

and the outward unit normal vector to the free surface nfs is now nfs
ε =

(
0

1

)

as

displayed on figure 3.

Figure 3: First order approximation of the wet area

In the sequel, due to its dependency at first order, we write Hε(t, x, y) by Hε(t, x).

3.3. The free surface model

By virtue of the relations (25)–(29), integrating Equations (20)–(22) over the

cross-section Ωp(t, x), the free surface model immediately follows.

First, let us recall that m = (y, ϕ(x, y)) ∈ ∂Ωp(x) stands for the vector ωm and

n =
m

|m| for the outward unit normal vector to the boundary Γb at the point m in

the Ωp-plane as displayed on figure 1(b).

Second, let us introduce A(t, x) and Q(t, x) the conservative variables of wet area
and discharge defined by the following relations:

A(t, x) =

∫

Ωε(t,x)

dydz (30)
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and

Q(t, x) = A(t, x)uε(t, x) (31)

where

uε(t, x) =
1

A(t, x)

∫

Ωε(t,x)

u(t, x, y, z) dydz

is the mean speed of the fluid over the section Ωε(t, x).

Equation of the conservation of the momentum and the kinematic bound-

ary condition

Let v be the vector field

(
v
w

)

. Integrating the equation of conservation of the

mass (9) on the set:

Ω(x) = {(y, z); α(x, z) 6 y 6 β(x, z), 0 6 z 6 ∞},
we get the following equation:
∫

Ω(x)

∂t(φ) + ∂x(φuε) + divy,z(φvε) dydz = ∂tA+ ∂xQ−
∫

∂Ωε(t,x)

(uε∂xm− vε) ·n ds .

(32)

Now, integrating Equation (9) on Ωε(t, x), we get:
∫ Hε(t,x)

0

∂t

∫ β(x,z)

α(x,z)

dydz + ∂xQ+

∫

∂Ωε(t,x)

(vε − uε∂xm) · n ds = 0

where ∫ Hε(t,x)

0

∂t

∫ β(x,z)

α(x,z)

dydz = ∂tA− σ(x,Hε(t, x))∂th

with σ(x,Hε(t, x)) is the width at the free surface elevation as displayed on figure 3.

Then, one has:

∂t(A) + ∂x(Q)−
∫

Γfs
ε (t,x)

(∂tm+ uε∂xm− vε) · nfs
ε ds

−
∫

Γb(t,x)

(uε∂xm− vε) · n ds = 0.
(33)

Keeping in mind the no penetration condition (6) and comparing Equations (32)

and (33), we finally derive the kinematic boundary condition at the free surface:
∫

Γfs
ε (t,x)

(∂tm+ uε∂xm− vε) · nfs
ε ds = 0 (34)

i.e.

∂tHε + uε(z = Hε)∂xHε − wε(z = Hε) = 0 .

Finally, gathering Equations (33) and (34), we get the equation of the conservation

of the mass:

∂t(A) + ∂x(Q) = 0. (35)
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Equation of the conservation of the momentum

In order to get the equation of the conservation of the momentum of the free surface

model, we integrate each term of Equation (21) over sections Ωε(t, x) as follows:

∫

Ωε(t,x)

∂t(uε)
︸ ︷︷ ︸

a1

+ ∂x(u
2
ε)

︸ ︷︷ ︸

a2

+divy,z (uεvε)
︸ ︷︷ ︸

a3

+ ∂xpε
︸︷︷︸

a4

dydz =

∫

Ωε(t,x)

− sin θ

F 2
L

︸︷︷︸

a5

dydz+

∫

Ωε(t,x)

divy,z

(µ0

ε
∇y,zuε

)

︸ ︷︷ ︸

a6

dydz .

By virtue of relations (25), (26) and (28), we successively get:

Computation of the term

∫∫∫

Ωε(t,x)

a1 dydz

The pipe being non-deformable, only the integral at the free surface is non zero

since ∫

Γb(t,x)

uε ∂tm · n ds = 0.

Thus, we get:

∫

Ωε(t,x)

∂t(uε) dydz = ∂t

∫

Ωε(t,x)

uε dydz −
∫

Γfs
ε (t,x)

uε ∂tm · nfs
ε ds.

Computation of the term

∫∫∫

Ωε(t,x)

a2 dydz

∫

Ωε(t,x)

∂x(u
2
ε) dydz = ∂x

∫

Ωε(t,x)

u2
ε dydz −

∫

Γfs
ε (t,x)

u2
ε∂xm · nfs

ε ds

−
∫

Γb(t,x)

u2
ε∂xm · n ds.

Computation of the term

∫∫∫

Ωε(t,x)

a3 dydz

∫

Ωε(t,x)

divy,z (uεvε) dydz =

∫

Γfs
ε (t,x)

uεv · nfs
ε ds+

∫

Γb(t,x)

uεvε · n ds.

Summing the result of the previous step a1 + a2 + a3, we get:

∫

Ωε(t,x)

a1 + a2 + a3 dydz = ∂t(Q) + ∂x

(
Q2

A

)

(36)

where A and Q are given by (30) and (31).
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Computation of the term

∫∫∫

Ωε(t,x)

a4 dydz

For the pressure term pε given by the relation (28), (t, x) fixed, we have:

∫

Ωε(t,x)

∂xpε dydz =

∫ Hε(t,x)

0

∫ β(x,z)

α(x,z)

∂xpε dydz

=

∫ Hε(t,x)

0

σ(x, z)∂xpε dydz

=

∫ Hε(t,x)

0

∂x (pεσ(x, z)) dz −
∫ Hε(t,x)

0

pε∂xσ(x, z) dz

= ∂x

∫

Ωε(t,x)

pεσ(x, z) dydz

−
∫ Hε(t,x)

0

pε∂xσ(x, z) dz − ∂xHε(t, x)pε|z=Hε(t,x)

Finally, we have:

∫

Ωε(t,x)

∂xpε dydz = ∂x

(

gI1(x,A)
cos θ(x)

F 2
r

)

− gI2(x,A)
cos θ(x)

F 2
r

(37)

where I1 is the hydrostatic pressure:

I1(x,A) =

∫ Hε(A)

0

(Hε(A)− z)σ(x, z) dz.

The term I2 is the pressure source term:

I2(x,A) =

∫ Hε(A)

0

(Hε(A)− z)∂xσ(x, z) dz.

which takes into account of the section variation through the term ∂xσ(x, ·).

Computation of the term

∫∫∫

Ωε(t,x)

a5 dydz

We have: ∫

Ωε(t,x)

g sin θ dydz = gA sin θ. (38)

Computation of the term

∫∫∫

Ωε(t,x)

a6 dydz

We have:
∫

Ωε(t,x)

divy,z

(µ0

ε
∇y,zuε

)

dydz =

∫

Γfs
ε (t,x)

µ0

ε
∇y,zuε · nfs

ε ds+

∫

Γb(t,x)

µ0

ε
∇y,zuε · n ds

(39)
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where

∫

Γfs
ε (t,x)

µ0

ε
∇y,zuε · nfs

ε ds = 0 due to the boundary condition (24). Using the

boundary conditions (23) and the approximation (25), the second integral writes

∫

Γb(t,x)

µ0

ε
∇y,zuε · n ds =

∫

Γb(t,x)

K0(uε) ds = AK(uε)

where

K(x, uε) = K0(uε)

∫

Γb(t,x)
ds

A
ds

with

∫

Γb(t,x)

ds is the wet perimeter Pm (i.e. the portion of the perimeter where the

wall is in contact with the fluid) and thus
A

∫

Γb(t,x)
ds

is nothing but the so-called

hydraulic radius. This quantity was introduced by engineers as a length scale for

non-circular ducts in order to use the analysis derived for the circular pipes (see

for instance [16, 17]). Let us outline that this factor is naturally obtained in the

derivation of the averaged model and holds for any realistic pipe or open channel

(see Remark 2.1).

Then, gathering results (35) and (36)–(39), we get the equation of the conserva-

tion of the momentum. Finally, multiplying by ρ0U
2/L , the shallow water equations

for free surface flows are:






∂t(A) + ∂x(Q) = 0

∂t(Q) + ∂x

(
Q2

A
+ gI1 cos θ

)

= −gA sin θ + gI2 cos θ − gAK(x,Q/A)
(40)

This model takes into account the slope variation, change of section and the

friction due to roughness on the inner wall of the pipe. This system was formally

introduced by the author in [7] and [3] in the context of unsteady mixed flows in

closed water pipes assuming the motion by slices that we have now justified here

with the friction term.

We have proposed a finite volume discretisation of the free surface model intro-

ducing a new kinetic solver in [2, 4] based on the kinetic scheme of Perthame and

Simeoni [12]. We have also proposed a new well-balanced VFRoe scheme [1]. These

numerical schemes have been validated in [4] in a channel with varying width on

a trans-critical steady state with shock. Several test cases have been passed with

success through comparison with an exact solution or a code to code comparison,

see for instance [1, 2].

4. Conclusions and perspectives

Finally, we have performed an asymptotic analysis of the three-dimensional in-

compressible Navier-Stokes equation with a general wall-law conditions including
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friction and free surface boundary conditions in the shallow water limit. We have

considered the three-dimensional incompressible hydrostatic approximation with fric-

tion boundary conditions and free surface boundary conditions and we have inte-

grated these equations along the Ω sections to get the one-dimensional free surface

model. In particular, we have shown that the free surface model (40) is an ap-

proximation of O(ε) of the hydrostatic approximation (20)–(22) and therefore of

the three-dimensional incompressible Navier-Stokes equations (10)-(12). Except the

three-dimensional model reduction to a one-dimensional one, we have shown how to

integrate correctly a general friction law into the model derivation. The next step

and the work in progress will consist in studying the rigorous limit.
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1. Continuous maximum/minimum principles

Consider the following boundary-value problem of elliptic type: Find a function

u ∈ C2(Ω) such that

−∆u + cu = f in Ω and
∂u

∂n
= g on ∂Ω, (1)

where Ω ⊂ Rd is a bounded domain with Lipschitz continuous boundary ∂Ω, n is the

unit outward normal to ∂Ω, and the reactive coefficient c(x) ≥ 0 for all x ∈ Ω. The

boundary condition in (1) is commonly called the the Neumann boundary condition.
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The additional assumptions on the data of the problem will be given in appropriate

places of the paper later on.

First, we prove the continuous maximum/minimum principles for problem (1) in

the following form.

Theorem 1. Assume that in (1) the functions c, f ∈ C(Ω), g ∈ C(∂Ω), and c(x) ≥
c⋆ > 0 for all x ∈ Ω, where c⋆ is a positive constant. Let

g(s) ≤ −g⋆ < 0 for all s ∈ ∂Ω, (2)

where g⋆ is a positive constant. Then the following a priori upper estimate (contin-

uous maximum principle) for the classical solution of problem (1) is valid for any

x ∈ Ω:

u(x) ≤ max
x̄∈Ω

f(x̄)

c(x̄)
. (3)

Now, let

g(s) ≥ g⋆ > 0 for all s ∈ ∂Ω, (4)

where g⋆ is a positive constant. Then the following a priori lower estimate (contin-

uous minimum principle) for the classical solution of problem (1) is valid for any

x ∈ Ω:

u(x) ≥ min
x̄∈Ω

f(x̄)

c(x̄)
. (5)

Proof. First, we prove estimate (3). If u attains its maximum at some interior

point x0 ∈ Ω, then all the first order partial derivatives uxi
(x0) = 0, and all the

second order partial derivatives uxixi
(x0) ≤ 0 for i = 1, 2, . . . , d. Therefore, from the

equation in (1) and the positivity of c we observe that u(x0) ≤ f(x0)/c(x0). Now

we claim that under the assumptions of the theorem the maximum of u cannot be

attained on the boundary. Indeed, if u attains its maximum at some boundary point

s0 ∈ ∂Ω, then, unavoidably, 0 ≤ ∂u
∂n
(s0) = g(s0), which contradicts the assumption

on g in (2).

Obviously, estimate (5) can be proved in a similar way under conditions in (4).

In what follows we will always assume that the following condition on the coeffi-

cient c holds

c(x) ≥ c⋆ > 0 for all x ∈ Ω, (6)

where c⋆ is a positive constant.

The main goal of the paper is to construct suitable discrete analogues of (3)

and (5), called the discrete maximum/minimum principles, and find practical con-

ditions on the numerical schemes, namely the finite element method (FEM) and the

finite difference method (FDM), providing their validity.
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In most of available papers devoted to maximum principles for elliptic problems,

see e.g. [9, 11] and references therein, continuous maximum (and minimum) princi-

ples usually take a form of implications involving certain sign-conditions. For exam-

ple, for the equation from (1) combined with vanishing Dirichlet boundary condition,

the maximum principle reads as follows:

f(x) ≤ 0 in Ω =⇒ max
x∈Ω

u(x) ≤ 0. (7)

However, the implications with sign-conditions (like in (7)) have been recently gen-

eralized in [6, 7] to more general situations for problems with Dirichlet and Robin

boundary condition. In this work we consider the case of Neumann problem and

perform an analysis of some FE and FD schemes in the context of discrete maxi-

mum/minimum principles.

Remark 1. We mention that discrete maximum principles, besides their practical

importance for imitating the nonnegativity of nonnegative physical quantities in

numerical simulations, have been often used for proving stability and finding the

rate of convergence of FD approximations, see e.g. [1, 2, 4], and for proving the

convergence of FE approximations in the maximum norm, see e.g. [1, 5].

2. Discrete maximum principle

After discretization of problem (1) by many popular numerical techniques (e.g. by

FEM and FDM) we arrive at the problem of solving N×N system of linear algebraic

equations

Au = F, (8)

where the vector of unknowns u = [u1, . . . , uN ]
T approximates the unknown solu-

tion u at certain selected points B1, . . . , BN of the solution domain Ω and its bound-

ary ∂Ω, and the vector F = [F1, . . . , FN ]
T approximates (in the sense depending on

the nature of the actual numerical method used) the values f(Bi) and g(Bj).

In what follows, the entries of matrix A are denoted by aij, and all matrix and

vector inequalities appearing in the text are always understood component-wise.

Definition 1. The square N ×N matrix M is called monotone if

Mz ≥ 0 =⇒ z ≥ 0. (9)

Equivalently, monotone matrices are characterized as follows (see e.g. [2, p. 119]).

Theorem 2. The square N ×N matrix M is monotone if and only if M is nonsin-

gular and M−1 ≥ 0.

Definition 2. The square N × N matrix M is called M-matrix if it is monotone

and its entries mij ≤ 0 for i 6= j.

It is obvious that for M-matrix M = (mij), we have mii > 0 for all i = 1, . . . , N .
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Definition 3. The square N × N matrix M (with entries mij) is called strictly

diagonally dominant (or SDD in short) if the values

δi(M) := |mii| −
N∑

j=1, j 6=i

|mij | > 0 for all i = 1, . . . , N. (10)

In [17] the following result is proved.

Theorem 3. Let matrix A in system (8) be SDD and M-matrix. Then the following

two-sided estimates for the entries of the solution u are valid

min
j=1,...,N

Fj

δj(A)
≤ ui ≤ max

j=1,...,N

Fj

δj(A)
, i = 1, . . . , N. (11)

As the estimates in (11) resemble the estimates in (3) and (5), it is natural to

give the following definition.

Definition 4. We say that the solution u of system (8) with an SDD matrix A sat-

isfies the discrete maximum principle corresponding to continuous maximum princi-

ple (3), if the upper estimate in (11) is valid, and, in addition, the following inequality

max
j=1,...,N

Fj

δj(A)
≤ max

x̄∈Ω

f(x̄)

c(x̄)
(12)

holds. Similarly, we say that the solution u of system (8) with an SDD matrix A
satisfies the discrete minimum principle corresponding to continuous minimum prin-

ciple (5), if the lower estimate in (11) is valid, and, in addition, the following in-

equality

min
j=1,...,N

Fj

δj(A)
≥ min

x̄∈Ω

f(x̄)

c(x̄)
(13)

holds.

Remark 2. In case of earlier versions of continuous and discrete maximum principles

no estimates like (12) and (13) were, in fact, needed as one dealt there with various

implications involving the sign-conditions only (cf. [4, 5, 13, 9]).

Remark 3. The validity of relations (12) and (13) is important for producing con-

trollable numerical approximations, because under these conditions the approximate

solutions (obtained by the FEM or the FDM for example) stay within the same

bounds as the exact solutions and these bounds are a priori known from the contin-

uous problem.
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3. DMPs for the finite element (FE) schemes

The standard FE scheme is based on the so-called variational formulation of (1),

which reads: Find u ∈ H1(Ω) such that

a(u, v) = F(v) ∀v ∈ H1(Ω), (14)

where

a(u, v) =

∫

Ω

∇u · ∇vdx+

∫

Ω

cuvdx , F(v) =

∫

Ω

fvdx+

∫

∂Ω

gvds. (15)

The existence and uniqueness of the weak solution u is provided by the Lax-Milgram

lemma, the Friedrichs-type inequalities, and the assumption on c (6) (cf. [14,

Chapt. 2]). (Actually, for the well-posedness in above, one can require less smooth-

ness from the problem data, e.g. that c ∈ L∞(Ω), f ∈ L2(Ω), g ∈ L2(∂Ω) only.)

Let Th be a FE mesh of Ω with interior nodes B1, . . . , Bn lying in Ω and boundary

nodes Bn+1, . . . , Bn+n∂ lying on ∂Ω. The elements of Th will be denoted by the

symbol T , possibly with subindices. Further, let the basis functions φ1, φ2, . . . , φn+n∂ ,

associated with these nodes, have the following properties

φi(Bj) = δij, i, j = 1, . . . , n+ n∂ , φi ≥ 0 in Ω, i = 1, . . . , n+ n∂,

n+n∂
∑

i=1

φi ≡ 1 in Ω, (16)

where δij is the Kronecker delta. Note that these properties are easily met for ex-

ample for the lowest-order simplicial, block, and prismatic finite elements. The basis

functions φ1, φ2, . . . , φn+n∂ are spanning a finite-dimensional subspace Vh of H1(Ω).

The FE approximation of u is defined to be a function uh ∈ Vh such that

a(uh, vh) = F(vh) ∀vh ∈ Vh, (17)

whose existence and uniqueness are also provided by the Lax-Milgram lemma.

Remark 4. Algorithmically, uh =
n+n∂
∑

i=1

uiφi, where the coefficients ui are the entries

of the solution u of system (8) with aij = a(φi, φj), Fi = F(φi), and N = n+ n∂. It

is clear that, if properties (16) hold, the FE approximation uh satisfies the bounds

from (11) at each point of Ω if all its nodal values ui do satisfy them.

Lemma 1. Assume that problem (1) under condition (2) is solved by the FEM with

basis functions satisfying (16). In addition, let the matrix A in the resulting system

Au = F be such that aij ≤ 0 for i 6= j. Then A is SDD and estimates (11) are valid.
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Proof. From (15) and (2), it clearly follows that aii = a(φi, φi) > 0 for all i =

1, . . . , n+ n∂ . If aij ≤ 0 (i 6= j), we observe for i = 1, . . . , n+ n∂ that

δi(A) =

n+n∂
∑

j=1

aij = a(φi,

n+n∂
∑

j=1

φj) = a(φi, 1) =

∫

Ω

cφidx > 0, (18)

where the last (strict) inequality holds due to (2). Thus, the matrix A is always

SDD for our type of problems. Moreover A is the Minkowski matrix, i.e. M-matrix

(cf. [2, pp. 119–120]). Hence, estimates (11) are valid, due to Theorem 3, with δi(A)

computed as in (18).

The proofs of further estimates (12) and (13) strongly depend on the way we

compute aij and Fj in real calculations. Below we consider in detail only the following

representative case.

Theorem 4. Assume that the coefficient c is a positive constant and that all en-

tries aij and Fj in system (8) are computed exactly. Then estimates (12) and (13),

and therefore discrete maximum and minimum principles, corresponding to (3)

and (5), correspondingly, are valid provided aij ≤ 0 for i 6= j, and the relevant sign

condition on g holds.

Proof. Let us prove first (12) under condition g(s) ≤ −g⋆ < 0. In view of (18),

(15), (2), and the first mean value theorem for integration, we get

Fi

δi(A)
=

∫

Ω
fφidx+

∫

∂Ω
gφids

∫

Ω
cφidx

≤
∫

Ω
fφidx

c
∫

Ω
φidx

=

=
f(x⋆)

∫

Ω
φidx

c
∫

Ω
φidx

≤ max
ξ∈Ω

f(ξ)

c
,

where x⋆ is some point from Ω and i is an arbitrary index from the set {1, . . . , n+n∂}.
Similarly, we can prove (13) under condition g(s) ≥ g⋆ > 0.

Remark 5. In fact, the entries aij can always be computed exactly if c is a positive

constant, and the entries Fj can be computed exactly if the functions f and g are

piecewise polynomials for example. If c is not constant, and f and g are general

functions, then for computations of entries (which are sums of integrals over Ω and

its boundary ∂Ω) in system (8), we should use, in practice, special quadrature rules,

and, thus, each such a case requires a separate analysis in the context of discrete

maximum/minimum principles (cf. [10]).

Remark 6. Various geometric conditions on FE meshes guaranteeing the validity of

the requirement aij ≤ 0 for i 6= j are presented e.g. in [3, 8, 12].
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4. DMPs for some finite difference (FD) schemes

On the base of several representative FD schemes, we shall demonstrate how

the discrete maximum/minimum principles from Definition 4 can be proved also for

finite difference approximations.

First, consider problem (1) posed in one-dimensional domain Ω = (0, 1). For the
governing equation at the interior nodes we shall employ the following standard FD

discretization: −yi−1 + 2yi − yi+1

h2
+ ciyi = fi, (19)

where i = 1, ..., n̂ − 1, h = 1/n̂, ci and fi denote the values of functions c and f ,
respectively, at the node ih. The Neumann boundary condition is discretized as

follows:

y0 − y1
h

= g0,
yn̂ − yn̂−1

h
= gn̂. (20)

The resulting FD system of linear equations is of size (n̂ + 1) × (n̂ + 1). However,

its matrix is not SDD as, due to equations (20), the corresponding sums of entries

of the matrix in the first and the last rows are zeros, so we cannot immediately use

Theorem 3.

However, we notice that, e.g. under the sign-condition g ≤ −g⋆ < 0 (used to

prove the continuous maximum principle), it follows from (20) that y0 < y1 and

yn̂ < yn̂−1, and it is thus sufficient to get a suitable upper estimate only for the

entries y1, . . . , yn̂−1. Further, we form the reduced system of equations of the size

(n̂−1)×(n̂−1) for finding (and estimating) y1, . . . , yn̂−1 using discretization (19)–(20).

This reduced system will consist of n̂− 3 equations (19), for i = 2, . . . , n̂ − 2, and

two following equations
y1 − y2

h2
+ c1y1 = f1 +

g0
h
,

−yn̂−2 + yn̂−1

h2
+ cn̂−1yn̂−1 = fn̂−1 +

gn̂
h
,

obtained by combining (20) and (19) for i = 1 and i = n̂ − 1. It is clear that

the corresponding sums δi(A) = ci, i = 1, . . . , n̂ − 1, and, therefore, the matrix

of the reduced system is SDD and it is also M-matrix. Further, due to the sign-

condition on g we observe that the entries of the right-hand side of the reduced

system Fi ≤ fi, i = 1, . . . , n̂ − 1. Therefore, estimates (11) and (12) are valid,

i.e. the discrete maximum principle holds. The discrete minimum principle can be

proved similarly under the condition g ≥ g⋆ > 0.

Consider now the two-dimensional case. Let, for simplicity, the solution domain

be a square, i.e. Ω = (0, 1) × (0, 1). Using the same step-size h = 1/n̂ in both

directions and the classical 5-point FD stencil, we arrive at the following interior

equations inside of Ω

−yi−1,j − yi+1,j − yi,j−1 − yi,j+1 + 4yi,j
h2

+ ci,jyi,j = fi,j, (21)
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where now i, j = 1, ..., n̂− 1 and ci,j and fi,j denote the values of functions c and f ,
respectively, at the node (ih, jh).

The first order accurate FD discretization of the Neumann boundary condition

on ∂Ω (consisting of four intervals in this case) reads as follows:

yi,0 − yi,1
h

= gi,0,
yi,n̂ − yi,n̂−1

h
= gi,n̂, i = 1, 2, ..., n̂− 1, (22)

y0,j − y1,j
h

= g0,j,
yn̂,j − yn̂−1,j

h
= gn̂,j, j = 1, 2, ..., n̂− 1, (23)

where gi,j denotes the value of g at the node (ih, jh). We notice that we do not deal

with the corner points of Ω in our case as the normal vectors are not well defined at

these points.

We see again, that the matrix of the full system is not SDD, however, just the

same trick as in the one-dimensional case can be used. And the following results can

be easily proved.

Theorem 5. The FD discretization (21)–(23) has the following properties:

a) it approximates a sufficiently smooth solution u with the first order of accuracy,

b) the reduced FE matrix is SDD and is M-matrix,

c) the discrete maximum/minimum principles are valid provided the relevant con-

ditions on g hold.

The approximation (22)–(23) (and (20)) of the Neumann boundary condition

has only the first order of accuracy, which is not consistent with the second order of

accuracy of the FD discretization for the governing differential equation. Therefore,

we shall present and analyse another FD scheme, now with an increased accuracy

of approximation for the Neumann boundary condition. We discuss in detail only

the more complicated 2D case, because the analysis of 1D case is similar. So, let us

approximate the Neumann boundary condition on the boundary of Ω = (0, 1)×(0, 1)
in the following manner:

• on the part of the boundary with x = 0 as

y0,j − y1,j
h

− h

2

(
y0,j+1 − 2y0,j + y0,j−1

h2

)

+
h

2
c0,jy0,j =

= g0,j +
h

2
f0,j, j = 1, 2, . . . , n̂− 1.

(24)

• on the part of the boundary with x = 1 as

yn̂,j − yn̂−1,j

h
− h

2

(
yn̂,j+1 − 2yn̂,j + yn̂,j−1

h2

)

+
h

2
cn̂,jyn̂,j =

= gn̂,j +
h

2
fn̂,j, j = 1, 2, . . . , n̂− 1.

(25)
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• on the part of the boundary with y = 0 as

yi,0 − yi,1
h

− h

2

(
yi+1,0 − 2yi,0 + yi−1,0

h2

)

+
h

2
ci,0yi,0 =

= gi,0 +
h

2
fi,0, i = 1, 2, . . . , n̂− 1.

(26)

• on the part of the boundary with y = 1 as

yi,n̂ − yi,n̂−1

h
− h

2

(
yi+1,n̂ − 2yi,n̂ + yi−1,n̂

h2

)

+
h

2
ci,n̂yi,n̂ =

= gi,n̂ +
h

2
fi,n̂, i = 1, 2, . . . , n̂− 1.

(27)

Theorem 6. The FD discretization (21), (24)–(27) has the following properties:

a) it approximates a sufficiently smooth solution u with the second order of accu-

racy,

b) the resulting FD matrix A is SDD and M-matrix,

c) the discrete maximum/minimum principles are valid provided the relevant con-

ditions on g hold.

Proof. We shall prove the statement a) only for the case of the part of the boundary

with x = 1, because the proofs for the other cases are similar. Clearly, it is sufficient

to show the second order of accuracy at the boundary nodes only. Let us define

Ψj =
u(1, jh)− u(1− h, jh)

h
−

− h

2

(
u(1, (j + 1)h)− 2u(1, jh) + u(1, (j − 1)h)

h2

)

+

+
h

2
c(1, jh)u(1, jh)− g(1, jh)− h

2
f(1, jh).

(28)

Using the Taylor expansion, we get

u(1, jh)− u(1− h, jh)

h
=

(

∂1u− h

2
∂2
11u

) ∣
∣
∣
∣
(1,jh)

+O(h2), (29)

u(1, (j + 1)h)− 2u(1, jh) + u(1, (j − 1)h)

h2
=

(
∂2
22u

) ∣
∣
(1,jh)

+O(h2), (30)

where symbols like ∂iu and ∂iju denote the partial derivatives of u as usual. Hence,

putting (29) and (30) into (28), we obtain

Ψj = (∂1u− g)
∣
∣
(1,jh)

− h

2

(
∂2
11u+ ∂2

22u− cu+ f
) ∣
∣
(1,jh)

+O(h2). (31)
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Due to the boundary condition in (1), and the relation ∂u
∂n
(1, y) = ∂1u(1, y), the first

term in the right-hand side of (31) vanishes. The second term is also equal to zero.

This shows the validity of the statement a).

To prove the statement b), it is enough to show the diagonal dominance at the

boundary nodes only. For convenience, we introduce the index k to have the single-

index numbering of all the nodes of our domain (in order to keep the consistency with

the “single-index” definition of δk(A)) in which the indices 1, 2, . . . , n∗ are preserved

for n∗ interior nodes and the indices n∗ + 1, . . . , n∗ + n0 are used for n0 boundary

nodes. Then we have that

δk(A) =
h

2
ck > 0 for k = n∗ + 1, . . . , n∗ + n0. (32)

Therefore, under our assumptions A is SDD matrix and M-matrix.

To prove the statement c), one observes that for the right-hand side of the re-

sulting FD system we have

Fk = fk for k = 1, . . . , n∗, and Fk = gk+
h

2
fk for k = n∗+1, . . . , n∗+n0. (33)

Due to the property b), Theorem 3 can now be used. To get estimates (11) and (12),

we use the corresponding sign-conditions on g.

5. Final remarks

It would be interesting to obtain suitable practical conditions guaranteeing the

validity of our variant of discrete maximum/minimum principles also for various

hp-versions of FEM (see [16]), and analyse the case of elliptic problems with full

diffusive tensors (cf. [15]).
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Abstract: A Fourier approximation method is used for modeling and simu-

lation of fully nonlinear steady waves. The set of resulting nonlinear equations

are solved by Newton’s method. The shoaling of waves is simulated based

on comparisons with experimental data. The wave heights and the angles of

breaking are analysed until the limit of inadequacy of the numerical method.

The results appear quite close to those criteria predicted by the theory of com-

pletely nonlinear surface waves and contribute to provide information on the

study of the relationship between computational modeling and the theory of

steady waves.

Keywords: nonlinear water waves, steady waves, wave shoaling, angle of wave
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1. Introduction

Waves in water are natural phenomena which have been extensively studied.

The knowledge about its properties is of fundamental importance in several socio-

economical activities, such as coastal environment protection, industrial activities

in deep waters, where an analysis of the impact and force of waves is of extreme

importance. Other not less important activities are applications to sailing, sediment

transport prediction and conversion of waves energy into electrical energy.

The study of wave shoaling and breaking has a deserved remarkable place in

this context, given that the energy of waves is intrinsically associated to the wave’s
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height. Experimental, analytical and computational methods have been used for

investigation of these phenomena. A certain amount of experimental data about

wave shoaling is known. Among these, the field data in [11] and the laboratory

measurements in [6] are classical and used for validation of numerical methods. More

recently Tsai et al. [17] examined criteria used in wave breaking via experimental

results. In their work, steeper bottoms have been studied.

From the analytical and computational points of view, the paper by Rienecker

and Fenton [14] has been one of the first work to propose a method for the simu-

lation of steady completely nonlinear water waves. Denominated as Fourier meth-

ods, this technique does not assume analytical approximations and the solution of

the nonlinear equations for the dynamics of waves is expressed by a Fourier series.

The nonlinear equations obtained are resolved numerically by Newton’s method.

A great number of subsequent papers propose improvements and extension of Fourier

methods to the study of nonlinear free surface waves. Gimenez-Curto and Corniero

Lera [10] present procedures to reduce the computation time of Fourier methods for

very long waves. Assuming Fourier’s expansions of superior orders and including

nonlinear interactions of arbitrary order, Dommermuth and Yue [3, 18] expanded

Fourier methods via a spectral method of superior order and calculated the evolution

of nonlinear waves in several cases, including the interaction between two waves.

Approaches with analytical approximations for the calculation of nonlinear waves

have also been used [19]. Freilich and Guza [9] use variants of Boussinesq equations

to study the shoaling of waves. Fenton [7] deduced expressions of fifth order based

on Stoke’s theory and presented numerical results, comparing them to experimental

data. In this same context, Pihl et. al. [13] examined the shoaling of waves described

by an approximation of sixth order in the presence of a current.

For studies of nonlinear waves dynamics with a more computational emphasis, we

cite Drimer and Agnon [4], which uses the boundary element method and the work

of Bingham and Zhang [1] for an approach of the problem through finite differences

of higher order. Finally, Ducrozet et. al. [5] make a comparative study of two fast

methods for the problem of nonlinear surface waves: the higher order spectral method

and the higher order method of finite differences.

In this paper, we solved the problem of steady completely nonlinear surface waves

by Fourier methods combined with Newton’s method [2]. No analytical approxima-

tion is done and we assume that in a bottom with declivity, waves in any depth behave

as if the bottom were horizontal. The approximation by Fourier series showed to be

a very powerful tool since it allows the direct calculation of accurate solutions, even

for high waves and for every wavelength, except for a soliton’s limit. We explored

this characteristics to study with a certain level of detail, the phenomenon of wave

shoaling.

The mathematical model and the non-dimensionalisation are presented with de-

tails in section 2. The approximation used for nonlinear steady waves is described in

section 3, where we also present the computational approach. On section 4, the addi-

tional modeling and the method to examine the shoaling of waves are examined. In
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subsection 5.1, the numerical results obtained are compared with experimental data.

The maximum height and angle of wave breaking are examined computationally in

subsections 5.2 and 5.3, respectively. Final conclusions are given in section 6.

2. Mathematical model

The mathematical description of the propagation of gravity waves on the wa-

ter surface usually requires some assumptions about the water properties and the

motion performed by it. Thus, we consider a homogeneous, incompressible fluid

with non-rotational motion, where the main restoring force is due to the gravita-

tional acceleration. Additionally, the viscosity and the surface tension are neglected.

Moreover, we will not consider wind forcing.

We consider two-dimensional steady waves in water of finite depth and formulate

the problem in terms of the stream function ψ. In what follows, we will use the same

framework as in [14].

We will use symbol ∗ will denote dimensional variables and all variables are

non-dimensionalised with respect to the acceleration of gravity g∗, and to the av-

erage depth, η∗. Thus, consider the changes of variables x = x∗

η∗
, y = y∗

η∗
, η = η∗

η∗
,

ψ = ψ∗√
g∗η∗3

, Q = Q∗√
g∗η∗3

, R = R∗

g∗η∗
. The spatial coordinates x and y indicate the

horizontal and vertical direction with the origin of the Cartesian system lying at

the water bottom. Here, η is the water surface, ψ is the stream function, Q is the

volumetric flow rate per unit wavelength normal to the plane xy and R is the total

energy of the system.

Other non-dimensional variables relevant to the problem are the wave velocity

c = c∗√
g∗η∗

, the wavenumber k is defined by k = k∗η∗ = 2π
λ∗
η∗, where λ∗ is the

wavelength, the wave period is given by τ = τ ∗
√

g∗

η∗
, and the so called arbitrary

reference level D, is non-dimensionalised by D = D∗

η∗
.

We denote by (u, v) the components of the velocity vector u and the stream

function ψ is defined such that u = ∂ψ
∂y

and v = −∂ψ
∂x
. ψ(x, y) satisfies Laplace’s

equation

∂2ψ

∂x2
+
∂2ψ

∂y2
= 0 in 0 < y < η(x). (1)

The boundary conditions that must be satisfied by the stream function are

ψ(x, 0) = 0, (2)

at the origin (background) and

ψ(x, η(x)) = −Q, (3)

on the free surface y = η(x).
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In equation (3), it is assumed that water flow of moving from right to left is in the

negative direction. On the free surface, the pressure is constant so that Bernoulli’s

equation gives:

1

2

[(
∂ψ

∂x

)2

+

(
∂ψ

∂y

)2
]

+ η = R. (4)

The boundary conditions involving the wave periodicity are given by:

λ =
2π

k
, (5)

and

λ = cτ. (6)

Next we define the contours of conditions, the condition of periodicity and some

additional equations involving wave height, volume flow and wave speed, it is possible

to obtain a closed system of variables that can be solved by Newton’s method. We

will describe, in the next section, how to to accomplish this, essentially by expanding

the stream function ψ, in Fourier series.

3. Approximation of fully nonlinear steady waves

We present now the problem of fully nonlinear steady waves. The approxi-

mation of the solution is obtained by a spectral method combined with Newton’s

method [2, 14].

We expand ψ(x, y) as

ψ(x, y) = B0y +
N∑

j=1

Bj
sinh jky

cosh jkD
cos jkx (7)

for the Fourier coefficients Bj . This representation of the stream function assumes

symmetry about the wave crest. The description below, in this section, is essentially

the one given in [14]. We present some of the details here for completeness.

Note that the above expansion satisfies the Laplace’s equation (1) and the bound-

ary condition (2). The boundary condition (3) requires that

B0η +

N∑

j=1

Bj
sinh jkη

cosh jkD
cos jkx = −Q, (8)

and the equation (4) takes the form

1

2

[

k
N∑

j=1

jBj
sinh jkη

cosh jkD
sin jkx

]2

+
1

2

[

B0 + k
N∑

j=1

jBj
cosh jkη

cosh jkD
cos jkx

]2

+ η = R,

(9)

for all x.
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In these approximations, we observe that the arguments of sinh jkη, cosh jkη and
cosh jkD grow up rapidly with j. To avoid instability and numerical errors in the

divisions in (9), we use the approximation

cosh jkη

cosh jkD
∼ sinh jkη

cosh jkD
∼ exp [jk(η −D)], (10)

for sufficiently large values of j.
The choice of an appropriate value for the parameter D is important. We will

adopt the non-dimensional value D = 1, suggested by Rienecker & Fenton [14], which

corresponds to a value of relative water depth and characterises a regime of of water

intermediate.

We will now impose equations (8) and (9) on 2N collocation points over one wave-

length. This allows a discretisation of the problem. By symmetry, we can work with

only N +1 points from the wave crest to the trough. Thus, we use the discretization

xm = mλ
2N
, m = 0, 1, . . . , N . From λ = 2π

k
it follows that kxm = mπ

N
. Moreover,

we abbreviate the notation of η(xm), u(xm, ym) e v(xm, ym) to ηm, um and vm. Thus,
from (8) and (9), we have:

B0ηm +

N∑

j=1

Bj
sinh jkηm
cosh jkD

cos

(
jmπ

N

)

+Q = 0, (11)

1

2
u2m +

1

2
v2m + ηm −R = 0, (12)

for m = 0, 1, . . . , N , where

um = B0 + k

N∑

j=1

jBj
cosh jkηm
cosh jkD

cos

(
jmπ

N

)

,

vm = k

N∑

j=1

jBj
sinh jkηm
cosh jkD

sin

(
jmπ

N

)

.

We now have 2N+2 nonlinear equations. However, these involve 2N+5 variables,

which are ηj , Bj, (j = 0, 1, . . . , N), k,Q and R. Thus, in principle, we need three

further equations.

As the mean non-dimensionalised wave height is unity, we can write
∫

S

η dS = 1, (13)

where S is the horizontal distance from the crest to the trough of the wave. Dis-

cretisation x0 and xN represent the abscissas of these extremities and using the

trapezoidal rule in (13), we have

1

2N

[

η0 + ηN + 2

N−1∑

j=1

ηj

]

− 1 = 0. (14)
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In certain situations can solve the problem of nonlinear waves for prescribed

values of the height H and the wave period τ . The height H is merely the difference

between the elevation of the crest η0 and the height of the wave trough ηN . Hence,

η0 − ηN −H = 0. (15)

By combining equations (5) and (6), which involve the wave period, we have,

kcτ − 2π = 0. (16)

We obtained then, from (14)– (16), three new equations. We introduced, however,

a new variable to the system; the wave velocity c. Therefore, let us analyse in more

detail this quantity.

Let cE the Eulerian mean velocity cE of fluid. For steady waves, we have the

relation [14]

c− cE +B0 = 0. (17)

Alternatively, one can consider the drift velocity cs of the fluid particle, which is

the mass transport velocity. In steady wave regime, with unit mean depth, volume

flow Q is equal to the mean velocity by which the fluid particle moves. Therefore,

the speed of mass transport can be given by

c− cs −Q = 0. (18)

Finally, the 2N + 6 equations (11), (12),(14)–(16), (17) or (18) form a closed

system for the variables (ηj , Bj(j = 0, 1, . . . , N), k, Q,R, c).

4. Wave shoaling

The shoaling of waves occurs when they propagate in intermediary waters in

a variable depth zone, gradually decreasing. In this study, it is assumed that the

changes in depth occur in a smooth way. Thus, it can be assumed that the wave

does not reflect and can adapt to the new depth. Due to energy conservation, when

the group velocity, Cg, decreases, the wave tends to increase its height, or to shoal,

until the subsequent wave break.

By using the wave refraction theory, it can be shown that the wave period is also

constant during the process of shoaling. This follows from the conservation of crests

for steady waves.

The phenomenon of incident waves shoaling on a coastal region has been well

approximated by Rienecker& Fenton [14], assuming that if the bottom’s inclination

is less than 4, 5◦ the wave acts as if it is steady and with a constant local depth.

Employing this hypothesis, a simple approximation neglects the dissipation by fric-

tion with the bottom and assumes that the wave period and the energy flux remain

constant from a depth to another. That is, we assume that the conservation of crests

occurs and there is no reflection of energy with decreasing of depth.
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4.1. Method

To describe the shoaling of waves, due to the reduction of depth, the system of

equations presented in section 3 must be extended to include the additional variables;

the wave height H and the average flux of energy F , of which the non-dimensional

value can be written as [14]:

F =
1

2
c3 − 3

2
c2Q+ c

(

2R− 1− 1

2
QB0 − η2

)

−Q(R− 1), (19)

where

η2 =
1

2N

[

η20 + η2N + 2

N−1∑

j=1

η2j

]

.

The solution of the system from the starting depth provides the flux of energy ac-

cording to equation (19). We will model the shoaling of waves by using a discrete

and finite number of depths. For successive depths, the period and the flux of energy

will be preserved, while the wave height H will be the variable of the problem. Thus,

we must include in the system, additional equations to specify the wave height for

the starting depth and the flux of energy for subsequent depths.

The additional equations are

f2N+7 =
1

2
c3 − 3

2
c2Q+ c

(

2R− 1− 1

2
QB0 − η2

)

−Q(R− 1)− F = 0

and

f2N+8 = H − H∗
0

η∗0
= 0 for the initial depth, and

f2N+8 = F − F0 = 0 for the subsequent depths,

where F0 is the non-dimensional energy flux. We use Newton’s method to solve the

resulting discrete system.

An initial estimate for the energy flux is given as a function of the other variables.

From Stokes approximation, we have

F =
π

8

c2H2

τ

sinh k cosh k + k

sinh2 k
.

This estimate is necessary only for the first depth. Subsequently, for small changes

in the depth, the following solution can be used as a good starting approximation

for the problem, provided that the change in depth is calculated in the new non-

dimensionalisation.

Suppose that the sub-index 1 is the solution for a certain depth and sub-index 2,

the starting approximation of the next depth. Thus, the change of depth occurs as

follows, η∗2 = η∗1 · r. That is, r = η∗2/η
∗
1 is the ratio between the successive depths.
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To obtain a satisfactory starting estimation of the variables to be used in the

new depth, we assume the change in depths to be smooth. With this, we neglect

the reflection of waves and we can use the last solution obtained as a good starting

approximation for the next depth, as long as it is non-dimensionalised according to

the new depth. That is,

H2 =
H∗

2

η∗2
=
H∗

1

η∗2
=
H1η

∗
1

η∗2
=⇒ H2 =

H1

r
,

c2 =
c∗2

(gη∗2)
1

2

=
c∗1

(gη∗2)
1

2

=
c1 (gη

∗
1)

1

2

(gη∗2)
1

2

=⇒ c2 =
c1

r
1

2

,

k2 = k∗2η
∗
2 = k∗1η

∗
2 =

k1
η∗1
η∗2 =⇒ k2 = k1r,

Q2 =
Q∗

2

[g(η∗2)
3]

1

2

=
Q∗

1

[g(η∗2)
3]

1

2

=
Q1 [g(η

∗
1)

3]
1

2

[g(η∗2)
3]

1

2

=⇒ Q2 =
Q1

r
1

2

,

R2 = 1 +
R∗

2

gη∗2
= 1 +

R∗
1

gη∗2
= 1 +

(R1 − 1)gη∗1
gη∗2

=⇒ R2 = 1 +
R1 − 1

r
.

For the next non-dimensionalisations, the spatial discretisation is required, indicated

by j, for j = 1, 2, . . . , N . We will have

(Bj)2 =
(B∗

j )2

gη∗2
=

(B∗
j )1

gη∗2
=

(B∗
j )1gη

∗
1

gη∗2
=⇒ (Bj)2 =

(Bj)1

r
1

2

.

As the origin of the system is at the water bottom, the non-dimensional form of the

free surface elevation is expressed as

(ηj)2 = 1 +
(η∗j )2

η∗2
= 1 +

(η∗j )1

η∗2
= 1 +

[(ηj)1 − 1]η∗1
η∗2

=⇒ (ηj)2 = 1 +
(ηj)1 − 1

r
.

Yet, despite these remain constant, the non-dimensional energy flow and wave period

are

F2 =
F ∗
2

ρ [g3(η∗2)
5]

1

2

=
F ∗
1

ρ [g3(η∗2)
5]

1

2

=
F1 ρ [g

3(η∗1)
5]

1

2

ρ [g3(η∗2)
5]

1

2

=⇒ F2 =
F1

r
5

2

,

τ2 = τ ∗2

(
g

η∗2

) 1

2

= τ ∗1

(
g

η∗2

) 1

2

= τ1

(
gη∗1
gη∗2

) 1

2

=⇒ τ2 =
τ1

r
1

2

.

5. Results

On this section we will show the results obtained. These are organised in 10 cases

on which we have experimental data for comparison. These cases, described in detail

below, are referenced as waves 1 to 3 and from 4(a) to 4(g).
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5.1. Comparison with experiments

For comparison with the experiments, we will use wave data obtained in beaches

and in testing tanks. These experiments were originally related in Hansen e Svend-

sen [11] and in Eagleson [6] and were used in comparisons with other methods and

theories. See, for example [14] and [16].

The experimental data were obtained from uniform beach slope of 1/35 [11] and

from slope of 1/15 [6] in laboratory tanks. The data were collected until the wave

breaking, point in which the modeling presented in this paper is no longer applicable.

Wave H0 τ0 H∗
0 (mm) τ ∗0 (s)

1 0,31 5,72 93 1

2 0,13 9,55 39 1,67

3 0,14 19,04 42 3,33

Table 1: Initial values of heights and periods for waves 1 to 3. Experimental data of

Hansen e Svendsen [11].

For the first simulations we used the parameters D = 1, the number N of terms

for the Fourier’s expansions in (11) and (12) equals to 16 and r = 0, 999. In table 1,

we summarised the cases of waves 1 to 3 which we are now going to examine with

the simulations done with the present method.

In figures 1(a) and 1(b) we show, respectively, the wave height and its phase

velocity as a function of depth, for wave 1. With non-dimensional values of the

initial height and the initial period, given respectively, by H0 = 0, 31 and τ0 = 5, 72,
an excellent agreement between the simulation and the experimental data is visually

observed, before the wave breaks.

Wave 2 is shorter and has a greater initial period. The comparison for this case

is represented in figure 2.

In figure 3, similar comparisons are done for wave 3 which presents a significantly

greater period than the former ones. Again, we observe that the simulations present

a good agreement with the experimental data. Particularly, the shoaling of waves is

remarkable, with the decrease of the depth, in all cases until values very close to the

point of break of the wave.

In the following cases, we show the comparison with experimental data [6], ob-

tained in a wave tank with uniform slope of 1/15. Seven simulations are reported,

where the dimensional parameters that define them are in table 2. In this table it is

also shown the values of initial waves steepness, which is given by ε = H∗

λ∗
, according

to Eagleson [6] and according to our numerical simulations. The reference level is

D = 1 in all cases except in case (f), where D = 0, 9. This difference is due to the

wave height being a little smaller, in this case. The number of terms on the Fourier

expansions used for the next simulations is N = 32.
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Figure 1: (a) Wave height as a function of water depth. (b) Phase velocity of the

wave function of depth for wave 1. The solid line indicates the data obtained from

numerical simulations with the present method and the points indicate the data

obtained experimentally by [11].

Figure 2: Wave height as a function of water depth for wave 2. The solid line

indicates the data obtained from numerical simulations with the present method and

the points indicate the data obtained experimentally by [11].

Figure 4 shows the wave shoaling coefficient, given by H
H0

, as a function of the

respective relative water depth for waves 4(a) to 4(g). This coefficient represents

only the relation of the wave height with the decrease of the depth, while the relative

depth, indicates if the wave is in shallow, intermediate or deep waters. In all 7 cases,

we had an intermediate water regime according to the ratio 0, 05 > η∗

λ∗
< 0, 5. We

observed on this regime a simulated shoaling very close to reality.

On next subsections we analyses with detail the height and the shape of the waves

close to their break, using the computational tool we developed and validated here.
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Figure 3: Wave height as a function of water depth for wave 3. The solid line

indicates the data obtained from numerical simulations with the present method and

the points indicate the data obtained experimentally by [11].

Wave η∗0 (feet) H∗
0 (feet) τ ∗0 (s) H∗

0/λ
∗
0 (according to [6]) H∗

0/λ
∗
0 (simulated)

4(a) 1,75 0,230 0,938 0,0528 0,051739

4(b) 1,75 0,234 1,101 0,0396 0,039545

4(c) 1,75 0,357 1,105 0,0598 0,059963

4(d) 1,75 0,440 1,235 0,0611 0,061695

4(e) 1,75 0,354 1,389 0,0420 0,041634

4(f) 1,75 0,186 1,428 0,0209 0,021037

4(g) 1,75 0,265 1,684 0,0237 0,023999

Table 2: Initial values of water depth, the height, the period and the slope according

to the experimental data of [6] and the slope calculated by the present method.

5.2. Breaking height

Waves propagating in the shoaling zone, in intermediate waters, become unstable

and break when the velocity of the water particle on the wave crest becomes equal

or greater than the phase velocity of the wave. At breaking, the wave height is

limited by the depth and the wavelength. For a given depth and wave period, there

is a maximum limit for the wave height, called wave breaking height. According to

Stoke’s theory, in intermediate waters, the breaking height is H
η
= 0, 78 [15, p. 06].

In our model, η(x) is by definition only defined for each x. Therefore, the method

used for the solution will not apply until the physical limit of the wave break. Before

the break, the wave surface becomes multivalued and thus not modelled by a function.

In the specific case of Newton’s method, it will diverge.

We defined as computational wave breaking height and denoted by
(
H∗

η∗

)

b
, the
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Figure 4: Wave’s shoaling coefficient a function on the depth of water to the

waves 4 (a) to 4 (g) (see table 2). The solid line indicates the data obtained from

numerical simulations with the present method and the points indicate the data

obtained experimentally by [6].

last height for which there has been convergence of Newton’s method described in

subsection 4.1.

Figure 5 shows the evolution of parameter height by depth, given by H∗/η∗, the

computation wave breaking height
(
H∗

η∗

)

b
as a function of parameter η/λ, and the

depth relative to the wavelength. In this figure, cases of waves 1, 2 and 3 are shown.

On curve 5(a) with height and initial periodH0 = 0, 31 and τ0 = 5, 72 respectively,
the initial relative depth is

η0
λ0

= 0, 214 and the relative depth on the wave break is
η
λ
= 0, 13256. This indicates that the whole shoaling process until the break of the

wave happened in intermediate waters.

On curve 5(b), representing wave 2, the initial relative depth is
η0
λ0

= 0, 1128 and

the relative depth on the wave break is η
λ
= 0, 0516. This wave also had the process

of shoaling and breaking in intermediate waters, but it breaks practically in shallow

waters and with a greater height.

The wave represented on curve 5(c) is significantly longer and presents practi-

cally all of its shoaling process in shallow waters, breaking with
(
H∗

η∗

)

b
= 0, 755 on

a relative depth of η
λ
≈ 0, 027. We observed that the model and the computational

method predict a breaking height very close to the observed experimentally.

The cases referred to waves 4(a) to 4(g) on table 2 are represented and summarised
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Figure 5: The evolution of the parameter H∗/η∗ and computational wave’s breaking

height,
(
H∗

η∗

)

b
a function of depth relative to the wavelength, η/λ. In figure (a), we

show the results referring to figure 1, in figure (b), referring to figure 2 e in figure (c),
referring to figure 3.

in figure 6. We can verify that all the shoaling processes until the break of the waves,

occur in intermediate waters. Furthermore, we see that the computational breaking

heights are so that H
η
≈ 0, 7. This is a value that reaffirms the good performance of

the method to model the phenomenon of wave shoaling.

5.3. Waves profile and their breaking angles

By using Stokes theory, it can be shown [12] that the breaking angle of a wave

is 120◦. We are going to use the spectral method described in this paper to estimate

the computational breaking angle α, i.e., the one until when we can obtain convergence

of Newton’s method used for solving the system of nonlinear equations which governs

the water waves.

Figures 7 to 9 represent the cases of waves 1 to 3, respectively.

Figures are double: part (I) shows the wave profile on the initial instant and

part (II), at the moment of the computational wave break. A horizontal straight line

is included in all figures to represent the average depth. To estimate the value α, we
used a straight line passing by three points next to the crest, using symmetry, and

calculated the line’s angular coefficient.

It can be verified that the way the wave shoals depends directly on the wavelength.

For waves of greater length, we note that the wave’s trough becomes horizontally

longer. With this, the crest has a more pronounced increase on the wavelength.
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Figure 6: The evolution of the parameter H∗/η∗ and computational wave’s breaking

height,
(
H∗

η∗

)

b
a function of the relative depth of water referring to initial data

contained in table 2 and also shown in figure 4.

Figure 7: Wave profile: The figure (I) shows the wave profile at the initial moment,

with η∗0 = 300 mm, H∗
0 = 93 mm and τ ∗0 = 1, 0 s. The figure (II) shows the wave

profile at the moment of the break, In this case, the depth of water is indicated by

straight line η∗ = 160, 05 mm.
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Figure 8: Wave profile: Figure (I) shows the wave profile at the initial moment, with

η∗0 = 300 mm, H∗
0 = 39 mm and τ ∗0 = 1, 67 s. The figure (II) shows the wave profile

at the moment of breaking, In this case, the depth of water is indicated by straight

line is η∗ = 93, 52 mm.

Figure 9: Wave profile: Figure (I) shows the wave profile at the initial moment, with

η∗0 = 300 mm, H∗
0 = 42 mm and τ ∗0 = 3, 33 s. The figure (II) shows the wave profile

at the moment of breaking, In this case, the depth of water is indicated by straight

line is η∗ = 117, 37 mm.
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We can observe that the computational breaking angles of waves 1, 2 and 3 were

134, 12◦, 142, 64◦ and 126, 20◦ respectively. The first two are in intermediate waters,

while wave 3, which propagates in shallow waters, has the smaller breaking angle.

We then revisited the cases of waves 4(a)-4(g), presented in subsection 5.1 and

showed at table 2. Table 3 shows the heights and periods of waves at the initial

moment, apart from the water depths and computational breaking angles. The

initial depth is equal to η∗0 = 1, 75 feet, in all cases.

Wave H∗
0 (feet) τ ∗0 (s) η∗f (feet) α (degrees)

4(a) 0,230 0,938 0,3817 124,14

4(b) 0,234 1,101 0,4110 123,60

4(c) 0,357 1,105 0.6066 122,48

4(d) 0,440 1,235 0,7140 119,30

4(e) 0,354 1,389 0,6591 124,48

4(f) 0,186 1,428 0,3989 130,49

4(g) 0,265 1,684 0,5644 128,58

Table 3: Data for the wave profiles. The values of the initial heights and initial wave

periods as well as the water depths and angles formed on the crests of the waves at

the moment when they break.

Figure 10: Profile of waves of the case (d) of table 3: Figure (I) shows the wave profile

at the initial moment and the figure (II) shows the wave profile at the moment of

the break.
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To calculate the breaking angles in all cases given at table 3, tree points subse-

quent to the wave crest were used. We notice that all breaking angles were practically

identical and slightly greater than the limit for the breaking angle given in the liter-

ature.

Figure 10 shows the profile of the waves of case 4(d) at table 3. The remaining

cases have a similar graphical aspect.

Thus as waves 1, 2 and 3, waves 4(a)-4(g) present a common characteristic of

shoaling which is the decrease in the wavelength and an increase in its height, with

the trough becoming horizontally longer. This is the eminent and favourable aspect

to the wave break.

6. Conclusion

A Fourier approximation method was employed for modeling and simulating fully

nonlinear steady water waves. The resulting set of nonlinear equations was solved

by Newton’s method. After a careful non-dimensionality, we assumed that in an

inclined bottom, the waves, in any depth, behave as in horizontal bottoms. An

iterative method was described for the study of wave shoaling.

A set of experimental data was used to define the initial states in 10 study cases.

From those, we could validate the method which presented excellent agreement with

the measurements. An analysis of the so called wave breaking height and compu-

tational breaking angle was done and values were obtained for comparison between

simulations and the theoretical criteria of breaking height and angle. These results,

therefore contribute to the knowledge of existing relationships between analytical-

computational approximation methods and the theory of nonlinear surface waves.
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1. Introduction

Let us consider elastic two-dimensional bodies in mutual contact. The relevant

mathematical description consists in modeling of both non-penetration conditions

and a friction law. The widely accepted Coulomb friction law represents a serious

mathematical and numerical problem. We adopt a discretization via (mixed) Finite

Element Method (FEM). The key parameters are degrees of freedom and the number

of nodes on the contact boundary. The problems depend on a positive parameter

called friction coefficient F .

We have in mind numerical solution of both

1. the static, parameter dependent contact problems with Coulomb friction, see

e.g. [7, 6, 4, 11, 5],

2. the dynamic (i.e. time dependent) contact problems with a friction, see e.g. [9]

and with Coulomb friction, [10].
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The dynamic solvers use time-stepping schemes (with a fixed stepsize). As a rule,

the schemes have to be stabilized. The above authors advocate the stabilization via

a mass redistribution.

In this contribution we consider a case-study problem with just one point on

the contact boundary. We analyze both static and dynamic formulations, see [7]

and [10]. You may think of toy-problems (lumped parameter models) which reflect

the reality qualitatively.

The plan is as follows: In Section 2, we consider the static problem (both the case-

study and the example of a real structure). The problem is parameter-dependent in

order to model a continuous evolution. The natural numerical tools are continuation

(path-following) techniques. The underlying message is: If we learn to solve the

toy-problem we get important clues for solving large scale problems. In Section 3 we

formulate the dynamic case-study problem. We discuss two numerical techniques:

An event-driven algorithm (Section 4) and a time-stepping algorithm (Section 5). In

Conclusions (Section 6), we hint at the fact that continuation techniques (Section 2)

and, because time is also a parameter, event-driven algorithms and time-stepping

algorithms (Section 4 and Section 5) are closely related.

2. The static problem

As a case study, we consider a static finite element model of Coulomb friction

with one contact point, see [7]: Find (uν , uτ , λν , λτ )
T ∈ R

4







buν − cuτ − fν − λν = 0 ,

−cuν + buτ − fτ − λτ = 0 ,

λν − P(−∞,0](λν − ruν) = 0 ,

λτ − P[−F|λν |,F|λν |](λτ − ruτ) = 0 .

(1)

Parameters of the model are as follows: The nonnegative friction coefficient F , and

the stiffness matrix A,

A =

[
b c
c b

]

, b = −λ + 3ν

2
, c =

λ+ ν

2
,

where λ and ν are positive parameters (Lamé coefficients). The operators P(−∞,0]

and P[−F|λν |,F|λν |] are piecewise linear projectors, see Figure 1. The arguments of

both projectors depend on a positive parameter r, that can be arbitrary but fixed.

The system (1) models one linear finite element which rests on a rigid foundation,

see Figure 2. The problem is as follows: Given a load f = (fν , fτ )
⊤ ∈ R

2, the normal

and the tangential load components, find

• uν and uτ i.e., the normal and the tangential displacement

• λν and λτ i.e., the normal and the tangential stress components.
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P
(−∞,0]

(x)
x −η P

[−η,η]
(x)

η

x

Figure 1: Projectors x 7−→ P(−∞,0](x), x 7−→ P[−η,η](x), η = F|λν|.

f

zero Dirichlet
condition

finite
element

rigid foundation

Figure 2: FEM interpretation.

Figure 3: Contact of two elastic bodies Ω1 (the upper body) and Ω2, along the contact

boundary. The loading is due to the surface traction. Discretization: n = 1320

(degrees od freedom), m = 30 (number of nodes on the contact boundary). On the

right: Resulting deformation.
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The system (1) is solvable for any given load f ∈ R
2 nevertheless the solution may not

be unique. In [6], we proposed path following techniques to find non-unique solutions.

The aim was to investigate the model (1) subject to a parameter-dependent force

i.e., α 7→ fν(α) and α 7→ fτ (α). We developed a numerical technique based on

piecewise-smooth continuation. Starting from this comparatively simple model (1)

we generalized the continuation technique for problems of practical interest that

involve several thousands elements, see [4, 5]. We also refer to [11] for an alternative

approach.

Just to illustrate the technique, we consider the example formulated in [4], see

Figure 3. The aim is to investigate dependence of this particular contact problem

on the friction coefficient F . The relevant continuation technique is described in [5].

For an illustration of this new technique see Figure 4 and Figure 5. Note that there

are three basic contact modes: no contact, contact-stick and contact-slip, see

e.g. [6, 4].

3. The dynamic problem

As a case study, we consider a dynamic finite element model of Coulomb friction

with one contact point, see [10] and Figure 2: We seek for time-dependent functions

uν, uτ , λν , λτ : [0, T ] → R such that

M

[
u′′
ν(t)

u′′
τ (t)

]

= A

[
uν(t)
uτ(t)

]

+

[
fν(t)
fτ (t)

]

+

[
λν(t)
λτ (t)

]

(2)

−λν(t) ∈ NR
1

−

uν(t) (3)

λτ (t) ∈ F λν(t) Signu
′
τ (t) (4)
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Figure 4: The solution path related to the nodal point No19 consists of three

branches. They are initialized by points marked by asterisks. Parameter is β = F ,

the friction coefficient. On the right: An illustrations of the adaptive stepsize re-

finement of the algorithm. The curves interpretations: solid (no contact), dashed

(contact-stick) and dash-dotted (contact-slip).
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Figure 5: The solution path related to the nodal point No20 (on the left) and the

nodal point No21 (on the right). Parameter: β = F . The curves interpretations:

solid (no contact), dashed (contact-stick) and dash-dotted (contact-slip).

almost everywhere (a.e.) in [0, T ]. The initial value condition

[
uν(0)

uτ(0)

]

= u0 ,

[
u′
ν(0)

u′
τ (0)

]

= v0 (5)

is satisfied for any given u0 ∈ R
2, v0 ∈ R

2. The unknowns of the model are

• uν(t) and uτ(t) i.e., the normal and the tangential displacement

• λν(t) and λτ (t) i.e., the normal and the tangential stress components.

The data are the given fν(t) and fτ (t) i.e., normal and tangential load components.

Parameters of the model: The nonnegative friction coefficient F , and the mass

and stiffness matrices

M =

[
a 0

0 a

]

, A =

[
b c
c b

]

,

a =
ρl2

12
, b = −λ + 3ν

2
, c =

λ+ ν

2
,

where ρ, l, λ and ν are positive parameters (the density, the diameter of the element,

and two Lamé coefficients).

The symbols Sign and NR
1

−

denote multivalued mappings Sign : R ⇉ R and

NR
1

−

: R ⇉ R called signum and normal cone, respectively, see e.g. [1]. We skip

formal definitions. Instead, we introduce equivalent formulations via variational

inequalities:

The condition (3) is called the complementarity condition. It can be interpreted

as the no contact or the contact
{

λν(t) = 0 for uν(t) < 0 . . . no contact

λν(t) ≤ 0 for uν(t) = 0 . . . contact
(6)

67



with the rigid foundation. The condition (4) reads as







λτ (t) = F λν(t) for u′
τ (t) > 0

λτ (t) = −F λν(t) for u′
τ (t) < 0

|λτ (t)| ≤ −F λν(t) for u′
τ (t) = 0

(7)

One can easily conclude that

1. In the case of no contact in (6), the condition (7) yields λν(t) = λτ (t) = 0

2. In the case of contact in (6), the condition (7) can be interpreted as







λτ (t) = F λν(t) for u′
τ (t) > 0 . . . contact-slip

λτ (t) = −F λν(t) for u′
τ (t) < 0 . . . contact-slip

|λτ (t)| ≤ −F λν(t) for u′
τ (t) = 0 . . . contact-stick

(8)

The aim is to solve the initial value problem (2)–(5). We consider two kinds of

algorithms: In Section 4, we introduce an event driven algorithm and in Section 5

we sketch a time-stepping algorithm.

In the following, let us relabel the state variables x1 = uν , x2 = u′
ν , x3 = uτ ,

x4 = u′
τ .

4. The event-driven algorithm

The idea is a dynamical simulation of the particular solution modes contact

and no contact. They are defined by different systems of ordinary differential equa-

tion (i.e., different vector fields). Then the solution modes should be concatenated

according certain rules (continuity of displacements).

The mode contact is modeled as a Filippov system, see e.g. [3, 1]. Details can be

found in Supplement 7, see the system (12). In this solution mode we have λν(t) < 0

on an open time interval t ≥ 0. It can be shown that x1(t) = x2(t) = 0, and

λν(t) = −c x3(t)− fν(t) ≤ 0. We distinguish two cases:

• If x1(t) = x2(t) = 0 and x4(t) = 0 then the body is in contact-stick regime,

• If x1(t) = x2(t) = 0 and x4(t) 6= 0 then the body is in contact-slip regime.

The dynamical simulation of the contact mode is bases on the Filippov convex method

and its modifications, [3, 1]. In forthcoming experiments we used the open-source

software [12] which is based on the MATLAB ODE suit [15] with an adaptive stepsize.

The mode no contact is modeled as two coupled linear oscillators where λν(t) =
λτ (t) = 0, x1(t) < 0 on an open time-interval t ≥ 0, see Supplement 7, the system

(14)&(15).

The coupling of the modes contact and no contact can be viewed as an hy-

brid impact model, [1]. Why do we call the algorithm an event-driven algorithm?
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Changing particular modes is linked to the sign-changes of functions t 7→ x1(t),
t 7→ λν(t) ≡ −c x3(t)− fν(t) and t 7→ x4(t). The MATLAB ODE suit [15] provides

an efficient tool called event location to localize sign-changes of functionals in space

and time.

The given acting force fν and fτ in (2) may be time dependent. In following

examples we let the tangential component fτ = fτ (t) to be periodic and the normal

component fν to be fixed. We model the action of the craftsman instrument called

‘Jack plane’.

Example 4.1 Contact only

Data: a = 1, b = −1.2, c = 1, F = 0.4,
a periodic forcing: fτ (t) = sin(ωt), ω = 1/6, fν(t) ≡ fν = 1.3, a ‘Jack plane’ model.

The initial condition: [0, 0, 0, 0.1]. The time-span: [0, T ], T = 10 · 2π
ω
.

The relevant results are shown in Figure 6 and Figure 7. The value of fν is sufficiently

large and the instrument rests on the foundation for all time.
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Figure 6: fν = 1.3. On the left: A phase plot of x4 versus x3. On the right: A plot

of x4 versus time t. Contact regime: If x4(t) = 0 then contact-stick. If x4(t) 6= 0

then contact-slip.

Example 4.2 Coupling of the modes contact and no contact

Data: a = 1, b = −1.2, c = 1, F = 0.3,
a periodic forcing: fτ (t) = sin(ωt), ω = 1/6, fν(t) ≡ fν = 0.5, a ‘Jack plane’ model.

The initial condition: [0, 0, 0, 0.1]. The time-span: [0, T ], T = 10 · 2π
ω
.

The relevant results are shown in Figure 8 and Figure 9. This time fν is small enough

and the instrument is lifted from the foundation for particular time periods. The

‘Jack plane’ is bouncing on the foundation.
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Figure 7: fν = 1.3. A plot of λν versus time t. Note that λν(t) < 0 characterizes the

contact mode. On the right: A plot of λτ versus time t, a zoom.
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Figure 8: fν = 0.5. On the left: A phase plot of x1 versus x2. Observe that x1 ≤ 0,

an impact at x1 = 0. On the right: A phase plot of x3 versus x4. Legend: contact

... black, no contact ... gray.
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Figure 9: fν = 0.5. On the left: A plot of λν versus time t. On the right: A plot of

λτ versus time t, a zoom. Legend: contact ... black, no contact ... gray.
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5. The time-stepping algorithm

Consider the initial value problem (2)–(5). In [10], there was proposed a natu-

ral time discretization of this problem via mid-point rule with a fixed stepsize dt.
At each time step, the algorithm identifies the solution mode (namely, the options

contact, contact − stick and contact − slip) and propose the solution update.

The identification is unique provided that the stepsize dt is sufficiently small. (Note

that we used the scheme without mass-redistribution, [10]). Let us run the mid-point

algorithm using the same data as in Example 4.1. We expect qualitatively similar

plots as in Figure 6 and Figure 7.

Example 5.3 Contact only, see Example 4.1

Data: a = 1, b = −1.2, c = 1, F = 0.4, time increment dt = 0.001,
a periodic forcing: fτ (t) = sin(ωt), ω = 1/6, fν(t) ≡ fν = 1.3, a ’Jack plane’ model.

The initial condition: [0, 0, 0, 0.1]. The time-span: [0, T ], T = 10 · 2π
ω
.

In Figure 10, on the left, there is a plot of initial stages of x4 computed via the

mid-point rule. Note that corresponding zoom in Figure 6, on the right, computed via

the event-driven algorithm would look much the same. Remarkable are the run-time

differences: 2495.6 seconds (the mid-point rule) vs 2.3 seconds (the event-driven

algorithm). The zoom in Figure 10 reveals that the numerical solution oscillates

between the stages contact-slip and contact-stick (see the isolated dots). In

that case, the remedy is to guide the solution to remain in regime contact-stick. It

can be done by adapting slightly the original code in [10] e.g., in case contact-stick

we set directly x4 = 0. We call the resulting algorithm the stabilized mid-point rule.

In Figure 11, we plot x4 versus t computed via stabilized mid-point rule. Due to the

setting of Example 5.3, i.e. contact only, we have just two competing modes namely

contact-slip and contact-stick depicted by dashed and solid curves. Elapsed

time was 64.841882 seconds (stabilized mid-point rule, 0 ≤ t ≤ 380, dt = 0.001).
The above stabilization technique can be related to the approach by [2, 14].
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Figure 10: fν = 1.3, time increment dt = 0.001. On the left: The solution via

mid-point rule. A plot of x4 versus t as 0 ≤ t ≤ 8. On the right: a zoom.
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Figure 11: fν = 1.3, time increment dt = 0.001. The solution via stabilized mid-

point rule. Legend: contact-stick ... solid, contact-slip ... dashed curves. On

the left: the initial stages 0 ≤ t ≤ 9. On the right: The periodic pattern of the limit

set, 250 ≤ t ≤ 350.

6. Conclusions

We considered simplified models (i.e., lumped parameter models) for both the

static, see (1), and the dynamic friction model, see (2)–(5).

The static model (1) is piecewise smooth, parameter dependent. It can be solved

by continuation techniques. The dynamic model (2)–(5) is piecewise smooth dynam-

ical system where time t is a parameter. The approaches to numerical solution (the

event-driven algorithm in Section 4 and the time-stepping algorithm in Section 5)

can be viewed as approximations of discrete time, piecewise-smooth dynamical sys-

tems. Both the static and dynamic problems can be solved by similar (continuation)

techniques in spite of the fact that both models are qualitatively different. The con-

tinuation techniques for solving the static case-study model (1) can be extended to

higher dimensions. We hope for such an extension for dynamic contact problems

which would deal with structures as in Figure 3.

Comparison of the event-driven algorithm and the time-stepping algorithm: In [8],

we compared an event-driven algorithm (based on the software in [12]) and a time-

stepping algorithm (based on implicitly defined law of Coulomb friction, [14, 2, 13])

for the Dry-friction model (in 2-D) i.e., the model of a slide fastener. The comparison

in [8] argue strongly for an event-driven algorithm:

1. In [12], there is implemented an adaptive stepsize refinement. As a conse-

quence, the solver reduces the computational costs.

2. The solution modes are clearly distinguished and precisely localized (in case of

Dry friction we distinguish just contact − slip and contact − stick modes).

Coming back to the algorithms formulated in Section 4 and Section 5, respec-

tively: The event-driven algorithm seems to be superior to the time-stepping algo-

rithm. The argument for this statement is the same as the above. Mind you the
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failure in Figure 10, on the left. It can be fixed, see Figure 11. Nevertheless, there

is a space for improvements as the mode identification is concerned.

On the other hand, the event-driven algorithm uses built-in MATLAB routines

namely, the routines concerning the stepsize control, see [15]. When thinking about

possible generalizations of event-driven algorithms in order to deal with real struc-

tures as in Figure 3, one has to programm adaptive step refinement or event-location

routines himself. In principle, it is possible. In the continuation context, the key

algorithms are already developed, see Figure 4, on the right.

7. Supplement: Modelling the modes contact and no contact

This supplement pertains to Section 4, giving particular details. Basically, we

shall follow [8].

7.1. The contact mode

Assume that the body is in contact with the rigid foundation at a particular time

t0 ≥ 0 and on an open non-empty time interval I(t0). It means that the equations (2)

together with the conditions {λν(t) ≤ 0 , uν(t) = 0} and (8) are satisfied for t ∈ I(t0).
The system (2) consists of two equations:

au′′
ν(t) = buν(t) + cuτ (t) + fν(t) + λν(t) (9)

au′′
τ(t) = cuν(t) + buτ (t) + fτ (t) + λτ (t) (10)

Since uν(t) = 0 for all t ∈ I(t0) then u′′
ν(t) = 0 for all t ∈ I(t0). The equation (9)

reduces to an algebraic constraint:

λν(t) = −c uτ (t)− fν(t) , λν(t) ≤ 0 (11)

for t ∈ I(t0). From (10) and (8), we conclude that

1. If u′
τ > 0 then λτ = Fλν, see (8). The equations (10)&(11) yield

u′′
τ =

b− Fc

a
uτ +

1

a
(fτ − Ffν)

2. If u′
τ < 0 then λτ = −Fλν , see (8). Due to the equations (10)&(11)

u′′
τ =

b+ Fc

a
uτ +

1

a
(fτ + Ffν)

3. If u′
τ = 0 then |λτ | ≤ −Fλν , see (8). In a spirit of the Filippov convex

method [3, 1] we consider the convex combination of the right-hand sides of

the above equations

u′′
τ =

(1− 2λ)Fc+ b

a
uτ +

1

a
fτ +

1− 2λ

a
Ffν , λ ∈ [0, 1] .
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Let us relabel the state variables x1 = uν , x2 = u′
ν , x3 = uτ and x4 = u′

τ .

Accordingly, we introduce vector fields F1 : R
5 → R

5 and F2 : R
5 → R

5 as

F1 =











0

0

x4

b−Fc

a
x3 +

1

a
(fτ − Ffν)

1











, F2 =











0

0

x4

b+ Fc

a
x3 +

1

a
(fτ + Ffν)

1











where fτ = fτ (t) = fτ (x5), fν = fν(t) = fν(x5). The vector fields F1 and F2

are autonomous (which was the condition to use the ready-made software [12]).

Nevertheless, we can recover time t easily.
Moreover, we define the level-set operator H12 : R

5 → R,

H12(x) = x4 .

The fields F1 and F2, respectively, are defined on

S1 =
{
x ∈ R

5 : H12(x) > 0
}

end S2 =
{
x ∈ R

5 : H12(x) < 0
}
.

The set Σ12 = {x ∈ R
5 : H12(x) = 0} is the discontinuity surface. We consider the

Filippov system

x′ =

{
F1(x) for x ∈ S1

F2(x) for x ∈ S2
(12)

For a given initial condition x0 ∈ R
5, the Filippov’s convex method, e.g. [3, 1, 12],

gives the solution of the system (12) on a time span for which the body stays in

contact with the rigid obstacle i.e.,

λν(t) = −c x3(t)− fν(t) ≤ 0 .

It means that the initial condition x0 ∈ R
5 has to satisfy

x0 =
[
0, 0, x0

3, x
0
4, t

0
]⊤

, −c x0
3(t

0)− fν(t
0) < 0 . (13)

7.2. The no contact mode

Recall the original meaning of the state variables x1 = uν , x2 = u′
ν, x3 = uτ

and x4 = u′
τ . Assume that the body is not in contact with the rigid foundations at

a particular time t0 ≥ 0 and on an open non-empty time interval I(t0). Due to (6)

(the option no contact) we can claim that {λν(t) = 0, uν(t) < 0} for t ∈ I(t0). We
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already noted that λν(t) = λτ (t) = 0 for t ∈ I(t0), as a consequence of (7). Hence,

the system (2) reduces to equations

au′′
ν(t) = buν(t) + cuτ(t) + fν(t) (14)

au′′
τ (t) = cuν(t) + buτ (t) + fτ (t) (15)

for t ∈ I(t0) provided that uν(t) < 0. We formulate (14)&(15) as an autonomous

system adding an extra equation t′ = 1. Coming back to the variable x ∈ R
5 we

introduce the vector field F3 : R
5 → R

5 as

F3 =














x2

b

a
x1 +

c

a
x3 +

1

a
fν(x5)

x4

c

a
x1 +

b

a
x3 +

1

a
fτ (x5)

1














.

The field F3 is defined on

S3 =
{
x ∈ R

5 : x1 < 0
}
.
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Abstract: The error correcting codes are a common tool to ensure safety in
various safety-related systems. The usual technique, employed in the past, is
to use two independent transmission systems and to send the safety relevant
message two times. This article focuses on analysis of the detection properties
of this strategy in the binary symmetrical channel (BSC) model.
Besides, various modifications of the mentioned technique can be used. Their
impact on the detection properties can be significant, positively or negatively.
This article demonstrates one of these modifications.
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MSC: 62P30, 94A40, 94B70

1. Introduction

Communication safety is a small, but important part of the safety of every
electronics-based system, particularly in railway interlocking systems. A special
position in this issue has the safety code, because it is the unique tool to protect
messages against corruption.

The basic motivation for this paper was the cooperation on design of interlocking
systems. The communication protocol, used by our partner, includes sending the
safety relevant messages twice using two transmission lines. It turns up, that safety
analysis of this simple approach is not quite simple.

The first part of the article describes some basic terms of coding theory. The
second part introduces the concept of probability of undetected error in the binary
symmetrical channel as a basic tool for evaluating detection quality of the code. The
next part investigates the main approaches to message doubling. The problem of
calculating the probability of an undetected error in these cases is studied.
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2. Coding theory

This section defines the basic terminology for linear binary codes and the related
binary symmetrical channel (BSC) model. The “code-related” terminology in this
paper is based on terms used in the mathematical coding theory (see for example [2]).

2.1. Linear binary codes

A linear binary (n, k)−code K is any k−dimensional subspace of the space (Z2)n.
Traditionally, binary vectors from (Z2)n are called words ; the words from the code K
are the code words. In an (n, k)−code the code word length is n, the number of
information bits is equal to k and the number of redundant bits is equal to c = n−k.
Any linear (n, k)−code K can be described by its generator matrix, whose rows are
exactly the words forming a basis of the subspace K.

In practice, usually the code word of an (n, k)−code is created by the addition
of c bits (the redundant or control part of the code word) to a word of length k (the
information part of the code word). This technique is called a systematic encoding,
the code is a systematic code. A generator matrix of the systematic code has the
form G = (E|B), where E denotes the identity matrix of the order k and B is some
k × c matrix.

2.2. Error detection

During the transfer of a message unwanted modifications can occur. Usually, it is
supposed that a number of bits is preserved and these modifications are manifested
by altered bit(s). The adverse situation occurs, when the modification during transfer
unfortunately creates another code word, different from the sent one. The receiver
has no possibility to recognize this state.

This scenario is dangerous and results in an undetected error. The probability of
such an undetected error of the detection codes used in safety relevant applications
(including transportation control) is a very important safety parameter.

We define the Hamming weight of a word as the count of non-zero bits in the
word. Then we define the minimal distance of a linear code as the smallest non-zero
Hamming weight of its code word.

The minimal distance of a linear code sets the ability of the code to detect some
classes of transmission errors. A code with a minimal distance d will detect all errors
with at most d− 1 modified bits in the transmitted code word (see [2, 3]).

For a more detailed description of the code, a weight structure of the code is
defined as a vector A = (A0, A1, A2, . . . , An), where Ai denotes the number of code
words with Hamming weight equal to i. For linear codes, the weight structure is
fully sufficient for the description of its ability to detect errors.
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3. Probability of undetected error

The most useful approach for measuring the detection properties of a code uses
its maximal value of the probability of undetected error in a binary symmetrical
channel.

3.1. Description of the BSC model

The binary symmetrical channel (BSC) is a simple probabilistic model based on
a bit (binary symbol) transmission. The BSC model does not describe the reality
completely, but it is an appropriate tool for comparison of the detection properties
of the codes.

In this model the probability of an error is supposed to be independent from one
bit to the next one. The probability pe that the bit changes its value during the
transmission (bit error rate) is the same for both possibilities (0 → 1 and 1 → 0).
The probability that the code word with n symbols is corrupted exactly in i symbols
is then equal to

pie (1− pe)
n−i . (1)

The probability of an undetected error in the BSC model for a linear binary
code K with code words of length n and with minimal Hamming distance d is given
by the following formula

Pud(K, pe) =
n∑

i=d

pie (1− pe)
n−i Ai, (2)

where Ai is the number of code words with exactly i nonzero symbols and pe is the
bit error rate in the BSC channel.

For every linear (n, k)−code the value of the function Pud(K, .) for pe = 1/2 is
equal to (2k − 1)/2n and this is a local maximum of this function. Although the
use of a transmission channel with bit error rate near to 1/2 is virtually excluded,
the standard EN 50159 for safety-related communication in railway applications [1]
recommends not to use a better detection estimate than this value for calculations
in a safety model.

Actually, for the codes used in safety relevant applications it is necessary to
know (or, at least, estimate) an upper bound of the function Pud(K, .) on the entire
interval [0, 1/2]. In particular, it is recommended to use codes with a monotone
function Pud(K, .) or, at least, this function should not exceed the value Pud(K, 1/2)
(see [1]).

3.2. Indirect calculation using dual code

The formula (2) for the probability of an undetected error of a code is quite
simple in principle. However, the coefficients Ai (the number of code words with
i nonzero symbols) cannot be expressed by some elegant formula (with exception of
rare family of codes). They have to be calculated by counting the weight of every
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individual code word. As the number of code words is equal to 2k, these calculations
are not feasible for long code words.

To get more effective calculations, it is useful to apply the MacWilliams Identity,
which links the weight structure of the given code and its dual code. These compu-
tations use another representation of the weight structure by the weight enumerator
pw(x,K). It is the following formal polynomial:

pw(K, x) =
n∑

i=0

Aix
i. (3)

3.2.1. Dual code

We define for the binary words u = u1u2 . . . un and v = v1v2 . . . vn

u · v =
n∑

i=1

ui · vi. (4)

This bilinear form is usually referred as inner product, despite it does not satisfy
condition that from u · u = 0 follows u = (0, 0, . . . , 0). This is a consequence of the
fact that in the space Z2 it is 1 + 1 = 0.

A dual code to the linear binary (n, k)−codeK is a linear binary (n, n−k)−codeK⊥

consisting from all words u ∈ (Z2)n, whose inner product with every code word from
the code K is equal to zero:

u ∈ K⊥ ⇐⇒ u · v = 0 for every v ∈ K. (5)

If the code K is a systematic code with generator matrix G = (E|B), where
E is the identity matrix and B is some k × c matrix, then the dual code K⊥ has
a generator matrix G⊥ = (BT|E), where BT is the transposed of the matrix B.

3.2.2. MacWilliams Identity

The following formula is the MacWilliams Identity for binary codes:

2kpw(K⊥, x) = (1 + x)npw
(
K,

1− x

1 + x

)
. (6)

The advantage of this formula is that the dual code has much fewer code words
(2n−k << 2k, because typically, n − k = c << k) and then it is significantly easier
to compute the weight distribution for a dual code.

4. Message doubling

A natural procedure to ensure authenticity of the message is to use two inde-
pendent transmission systems and to send the safety relevant message twice. The
received message is considered undamaged only if both copies are delivered and theirs
contents are matching.
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The situation with a missing message is trivial, so we focus only on the case
when both copies arrived and their length is preserved (verification of the correct
length of the message is done by other techniques). In the BSC model (independent
transmission of single symbols – bits), it is equivalent to a serial transmission using
a single transmission channel.

4.1. Repetition of the message

A plain repetition of the message with length equal to k is represented by the
linear binary (2k, k)−code with binomial weight structure, where

A2j =
(
n
j

)
for j = 0, . . . , k (7)

A2j−1 = 0 for j = 1, . . . , k. (8)

The minimal distance of the code is equal to 2, which is insufficient for most purposes.
More useful is a repetition of the message already protected by some linear

code. Consider a binary message of length k. This message we protect by a lin-
ear binary (n, k)-code KA with minimal distance d and with known weight structure
A = (A0, A1, A2, . . . , An). Then we send this message twice.

This procedure corresponds to the protection of the message with linear binary
(2n, k)−code KD. The minimal distance of this code is equal to 2d and its weight
structure, denoted as D = (D0, D1, D2, . . . , Dn), is given by the weight structure of
the code KA:

D2j = Aj for j = 0, . . . , n (9)

D2j−1 = 0 for j = 1, . . . , n. (10)

The probability of undetected error in the BSC of the code KD is then

Pud(KD, pe) =
2n∑

i=2d

pie (1− pe)
n−i Di =

n∑
i=d

(
pie (1− pe)

n−i
)2

Ai. (11)

Obviously, we have
Pud(KD, .) < Pud(KA, .). (12)

The following graph illustrates the situation for one sample code with length
n = 32 and with c = 8 control bits. (Note: it is a shortened cyclic code generated
by the polynomial x8 + x7 + x2 + 1 – for explanation see e. g. [3].) The upper curve
represents the probability of an undetected error for the sample code, the lower curve
represents the corresponding probability with repetition of the message. The vertical
axis is in logarithmic scale.

Let us consider the lower bound of the function Pud(KA, .) as a Ad p
d
e(1− pe)

n−d.
The ratio between the lower bounds for the codes KD and KA is pde(1− pe)

n−d, and
the minimal improvement is obtained for pe = d/n. Hence with increased length n
the maximal value of the lower bound decreases significantly slower than the value
Pud(KD, pe). From this it is evident that the minimal distance is a very important
parameter, which has a dominant influence to the detection properties of doubling
messages.
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Figure 1: The probability of an undetected error for the sample code (upper curve)
and for the same code combined with repetition of the message. Horizontal axis: bit
error rate pe, vertical axis: logarithm of probability of undetected error Pud(pe).

4.2. Double encoding of the message

In some situations a more sophisticated approach can be useful. We protect
a binary message M of length k by a linear binary (n, k)−code KA with known
weight structure A = (A0, A1, A2, . . . , An); we denote this encoded message by MA.
Then we repeat this procedure with the original message M and with another linear
binary (n, k)−code KB with weight structure B = (B0, B1, B2, . . . , Bn); denote the
encoded message by MB. Finally we send both messages MA and MB using two
separate transmission lines.

One advantage of this approach is that the received messages are “signed” – if
one of the messages MA and MB is wrong, we know on which transmission line (or
in which encoder) the failure occurred. More important, this technique protects
against the situation, when two copies of one received message are handled as two
independent messages.

4.2.1. Weight structure

The two-transmission-lines configuration is in the BSC model equivalent with
transmission of concatenated messages MA and MB. This corresponds with some
linear binary (2n, k)−code KAB. Unfortunately, the weight structure of the code KAB

cannot be derived from the weight structures of the codes KA and KB. However,
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the number of information bits k is equal for all three codes KA, KB and KAB and
therefore if the calculation of the weight structure of the codes KA, KB is manageable,
then for the code KAB the computation is practicable as well.

The questionable situation occurs, when the number of information bits k is too
high and it is impossible to generate 2k code words in a reasonable time. The dual
codes to the KA and KB are (n, n− k)−codes, and if the number of the redundant
bits c = n − k is acceptably small, it is possible to compute the weight structures
of these duals and then use the MacWilliams identity (6) to compute the weight
structures of the codes KA and KB.

However, the dual code to the code KAB is a (2n, n+ c)−code and generation of
the 2n+c code words may be impossible, as in a typical case the number of information
bits k is considerably greater than the number of control bits c = n−k. This problem
can be solved by utilization of the special form of the code dual to KAB.

Let us assume that the codes KA and KB are systematic codes. This is a rea-
sonable assumption, because every linear code is equivalent with a systematic code.
Then the codes KA and KB have generator matrices in the form GA = (E|A) and
GB = (E|B), respectively. A generator matrix of the code KAB is GAB = (E|A|E|B),
and there exists an equivalent generator matrix (E|E|A|B). Then a generator matrix
of the dual code K⊥AB has the following form:

G⊥AB =

 E E 0 0
AT 0 E 0
BT 0 0 E

 , (13)

where 0 denotes a zero matrix.
The matrix

G∗ =

(
AT E 0
BT 0 E

)
, (14)

derived from the G⊥AB, is a generator matrix of some (k + 2c, 2c)−code K∗. In
the favourable case it is acceptable to generate 22c code words and enumerate their
weights.

Computation of the weight structure of the code KAB is based on more detailed
information about weights of the code words of the code K∗. Rather than the weight
structure we compute a matrix of weight structures. We split a code word into two
parts: the information part of length 2c and the control part of length k. Then we
construct a matrix N = (nij), where nij is the number of code words of the code K∗

with weight of the information part equal to i and weight of the control part equal
to j.

Every code word of the code K⊥AB is the sum of two words v + w:

• v = (u, u, o), where u is an arbitrary binary word of length k and o is a zero
vector of length 2c, and

• w = (w1, o, w2), where (w1, w2) is a code word of the code K∗ (w1 consists of
its first k bits, w2 is the rest) and o is a zero vector of length k.
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Consider a word w with weight of w1 equal to i and weight of w2 equal to j. We
add to this word every possible word of the type v = (u, u, o). For every position,
where it is one in the word w1 and zero in the word u, the weight of the sum v + w
increases by 2. Then, for given w there exist

(
k−i
m

)
words with weight i + j + 2m.

The number of these words w is 2jnij. Adding these contributions for all indices i
and j we obtain the desired weight structure of the code K⊥AB and finally by means
of the MacWilliams Identity (6) the weight structure of the code KAB.

This procedure is quite complicated, nevertheless, our computations show, that
for a code with 16 control bits it is fully manageable on ordinary personal computer.

4.2.2. Upper estimate of Pud(KAB, .)

In case the enumeration of the 22c code words of the code K∗ is computationally
too difficult, but 2c code words of the codes KA and KB is still computationally
accessible, we can estimate the maximal value of Pud(KAB, .) by the following con-
struction.

We use the known weight structures A = (A0, A1, . . . , An) of the code KA and B =
(B0, B1, . . . , Bn) of the code KB to create a new weight structure C = (C0, C1, . . . , Cn)
of the fictive code Kf . The value of Ci we define as the maximum value of Ai, Bi.
Then we consider doubling of the message with this fictive code Kf as described
in Section 4.1 and enumerate the upper bound of the Pud(Kf , .). This is the upper
bound for the function Pud(KAB, .) as well.

5. Conclusions

Repetition of the message is a natural and undemanding method of protecting its
content. In the safety relevant applications it is not a sufficient technique. Therefore,
more sophisticated variations of this principle can be useful as additional defence.

Providing the probabilistic analysis of the code using some of these variants of
message doubling is surprisingly complicated. Nevertheless, an effective, though not
elegant, method for necessary computations was developed.

References

[1] EN 50159 Railway applications – Communication, signalling and processing sys-
tems – Safety-related communication in transmission systems. European stan-
dard, CENELEC, September 2010.

[2] Huffman, W. C. and Pless, V.: Fundamentals of error-correcting codes. Cam-
bridge University Press, Cambridge, 2003.

[3] Sweeney, P.: Error control coding. From theory to practice. John Wiley & Sons,
2002.

84



Conference Applications of Mathematics 2015, in honor of the birthday
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1. Introduction

Modelling moving interfaces is an important issue in many research fields and in
several real world applications. In many natural phenomena the front propagates
into systems characterized by randomness and therefore the motion of the front gets
a random character. Here a novel formulation for modelling random front motion is
presented and its application to wildland fire propagation discussed.

Wildland fire propagation is a complex multi-scale, as well as a multi-physics and
multi-discipline process, strongly influenced by the atmospheric wind. Wildland fire
is fed by the fuel on the ground and displaced, beside meteorological and orographical
factors, also by the hot air that pre-heats the fuel and aids the fire propagation. Heat
transfer is turbulent due to the heat release in the Atmospheric Boundary Layer and
the fire-induced flow. Moreover, fire generates firebrands which after landing on the
ground act as new sources of fire. Both turbulence and jump-length of firebrands
are random processes that affect the fireline propagation.

Fire propagation has been mainly modelled in the literature by using methods
for simulating moving interfaces as the Eulerian level set method (LSM) [17], see
e.g. [6, 7], or the Lagrangian discrete event system specification (DEVS) [4, 11] with
the fire propagation solver ForeFire, see e.g. [3, 2], and reaction-diffusion type equa-
tions, see e.g. [1, 8].

These two approaches, namely that based on moving interface methods and that
based on reaction-diffusion equations, are considered alternatives to each other be-
cause the solution of the reaction-diffusion equation is generally a continuous smooth
function that has an exponential decay, and it is not zero in an infinite domain, while
methods for simulating moving interfaces are associated to an indicator function that
is 1 in the inner domain and 0 outside. However, when random processes (as for
example hot air turbulent convection and fire spotting) are taken into account ac-
cording to the proposed formulation, these two approaches can indeed be considered
complementary and reconciled.

2. Random front model formulation

The proposed approach is based on the idea to consider the motion of the front
split into a drifting part and a fluctuating part and the front position is split cor-
respondingly. This splitting allows specific numerical and physical choices that can
improve the algorithms and the models. In particular, the drifting part can be re-
lated to existing methods for moving interfaces, for example, the Eulerian LSM [17]
or the Lagrangian DEVS [4, 11], and this permits the choice of the best method
for any specific application. The fluctuating part is the result of a comprehensive
statistical description of the system which includes the random effects in agreement
with the physical properties of the system.

The resulting averaged process emerges to be governed by an evolution equation
of the reaction-diffusion type. Hence, following the proposed approach, when fronts
propagate with a random motion, models based on methods for moving interfaces and
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those based on reaction-diffusion equations can indeed be considered complementary
and reconciled.

Let Γ be a simple closed curve, or an ensemble of simple non-intersecting closed
curves, representing a propagating interface in two dimensions, and let S be the
domain of interest S ⊆ R2. In the case of Γ being an ensemble of n curves, the
ensemble of the n interfaces is considered to be an interface.

The subset of the domain S corresponding to the region Ω enclosed by Γ may be
conveniently identified by an indicator function IΩ : S × [0,+∞[→ {0, 1} defined as
follows

IΩ(x, t) =


1 , x ∈ Ω ,

0 , elsewhere .
(1)

In the case of a front line Γ made of more than one closed curve, the domain Ω is
not simply connected, resulting in more than one sourrounded area evolving inde-
pendently.

The indicator function IΩ at time t = 0, i.e. IΩ(x, t = 0), describing the initial
topology of the front, is indicated in the following as IΩ0(x0).

Let Xω(t,x0) = x(t,x0) + ηω be the ω-realization of a random trajectory driven
by the random noise η. For every realization, the initial condition is stated to be

Xω(0,x0)=x0. Using the sifting property of δ-function, i.e. g(x)=

∫
g(x) δ(x− x) dx,

the evolution in time of the ω-realization of a random front contour γω(x, t) is given
by

γω(x, t) =

∫
S

γ(x0) δ(x−Xω(t,x0)) dx0 , (2)

which in terms of the random indicator IΩω(x, t) reads

IΩω(x, t) =

∫
S

IΩ0(x0) δ(x−Xω(t,x0)) dx0

=

∫
Ω0

δ(x−Xω(t,x0)) dx0 =

∫
Ω(t)

δ(x−Xω(t,x)) dx , (3)

where an incompressibility-like condition
dx0

dx
= 1 is assumed.

Let ϕe(x, t) : S × [0,+∞[→ [0, 1] be an effective indicator. It may be defined as

ϕe(x, t) = 〈IΩω(x, t)〉 =

〈∫
Ω(t)

δ(x−Xω(t,x)) dx

〉
=

∫
Ω(t)

〈δ(x−Xω(t,x))〉 dx

=

∫
Ω(t)

f(x; t|x) dx =

∫
S

IΩ(x, t)f(x; t|x) dx , (4)
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where 〈·〉 is the ensemble average and f(x; t|x) = 〈δ(x−Xω(t,x))〉 is the probability
density function (PDF) of fluctuations of the perimeter around the contour Γ(t).

Since the present approach is formulated to study the effects of an underlying dif-
fusive process in front propagation, according to classical properties of diffusion, the
resulting PDF f(x; t|x) of the stochastic process Xω is considered to be unimodal
and its mean and median are coincident. This means that f(x; t|x) is a symmet-
ric probability distribution which normalizes after integration both over x and x.
Consequently, values of the effective indicator ϕe(x, t) range in the compact inter-
val [0, 1].

The front line Γ(t) can be obtained by existing methods for moving interfaces,
as for example the already mentioned LSM or DEVS. For a deterministic motion,
it holds f(x; t|x) = δ(x − x) and the result reduces to that of the chosen moving
interface method, i.e. IΩ(x, t).

The evolution of the effective indicator ϕe(x, t) can be estimated by applying
in (4) the Reynolds transport theorem [12]

∂ϕe
∂t

=

∫
Ω(t)

∂f

∂t
dx +

∫
Ω(t)

∇x · [V (x, t)f(x; t|x)] dx . (5)

Let f(x; t|x) be the solution of the evolution equation,

∂f

∂t
= Ef , f(x; 0|x0) = δ(x− x0) , (6)

with E = E(x) a generic evolution operator not acting on both x and t, then equa-
tion (5) becomes the following reaction-diffusion type equation

∂ϕe
∂t

= Eϕe +

∫
Ω(t)

∇x · [V (x, t)f(x; t|x)] dx , (7)

where V (x, t) is the expansion velocity of the domain Ω(t) determined by dx/dt =
V (x, t) = V(x, t) n̂ and n̂ is the normal to the front contour.

Finally, the front line is obtained by choosing an arbitrary threshold value ϕthe
which serves as the criterion to mark the inner region Ωe(t) =

{
x ∈ S|ϕe(x, t) > ϕthe

}
.

The above formulation has been considered for applications to diffusive media
governed by fractional differential equations [9, 10]. In the following section, the
application to wildland fire propagation is discussed.

3. Application to wildland fire propagation

In wildland fire propagation modelling, both the LSM and DEVS are adopted to
simulate the evolution of the burning area, see e.g. [6, 7] and [3, 2], respectively. The
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present approach can be used with both the methods to include random processes
such as turbulence and fire spotting.

In particular, let Xω(t,x0) = x(t,x0) +χω + ξω be the ω-realization of a random
trajectory driven by the random noises χ and ξ corresponding to turbulence and
fire spotting, respectively. For every realization, the initial condition is stated to
be Xω(0,x0) = x0. Average turbulent fluctuations are zero, i.e. 〈χ〉 = 0, and
fire spotting is assumed to be independent of turbulence and to be a downwind
phenomenon such that ξω = `ω n̂U , where ` is the landing distance from the main
fireline such that 〈`〉 > 0 and n̂U is the mean wind direction.

The modelling of the random processes is handled by the PDF f(x; t|x), account-
ing for the sum of the two independent random variables (x+χ) and ξ, representing
turbulence and fire spotting respectively. This means that f(x; t|x) is determined
by the convolution between the PDF corresponding to (x + χ), hereinafter labeled
as G, and the PDF corresponding to ξ, hereinafter labeled as q.

Since fire spotting is assumed to be an independent downwind phenomenon, the
effect of fire spotting is accounted for only the leeward part of the fireline. Taking
into account previous assumptions f(x; t|x) results in

f(x; t|x) =


∫ ∞

0

G(x− x− `n̂U ; t) q(`; t) d` , if n̂ · n̂U ≥ 0 ,

G(x− x; t) , otherwise .

(8)

Since the effective fireline contour ϕe(x, t) is a smooth function continuously
ranging from 0 to 1, a criterion to mark burned points have to be stated. For
example, points x such that ϕe(x, t) > ϕthe = 0.5 are marked as burned and the
effective burned area emerges to be Ωe(t) = {x ∈ S|ϕe(x, t) > ϕthe = 0.5}. However,
beside this criterion, a further criterion associated to an ignition delay due to the
pre-heating action of the hot air or to the landing of firebrands is introduced. Hence,
in the proposed modelling approach, an unburned point x will be marked as burned
when one of these two criteria is met.

This ignition delay, due to a certain heating-before-burning mechanism, can be
depicted as an accumulation in time of heat [13, 14], i.e.

ψ(x, t) =

∫ t

0

ϕe(x, s)
ds

τ
, (9)

where ψ(x, 0) = 0 corresponds to the unburned initial condition and τ is a character-
istic ignition delay that can be understood as an electrical resistance. Since the fuel
can burn because of two independent pathways, i.e. hot-air heating and firebrand
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landing, the resistance analogy suggests that τ can be approximatively computed as
resistances acting in parallel, i.e.

1

τ
=

1

τh
+

1

τf
=
τf + τh
τhτf

, (10)

where τh and τf are the ignition delays due to hot air and firebrands, respectively.
The amount of heat is proportional to the increasing of the fuel temperature

T (x, t), then

ψ(x, t) ∝ T (x, t)− T (x, 0)

Tign − T (x, 0)
, T (x, t) ≤ Tign , (11)

where Tign is the ignition temperature.

Finally, when ψ(x, t) = 1 the ignition temperature is assumed to be reached, so
that a new ignition occurs in (x, t) and, with reference to (4), the modelled fire goes
on by setting IΩ(x, t)=1. Then, as a consequence of the heating-before-burning mech-
anism described in (9), the domain Ω(t) is established as Ω(t) = {x∈S|IΩ(x, t) = 1}
which is hard to be analytically evaluated but numerically computed only. The ex-
pansion velocity of the domain Ω(t) in the normal direction is stated by means of
the prescription of the so-called Rate Of Spread (ROS).

4. Numerical simulations

To estimate the performance of the LSM based model and DEVS based model
coupled with the random processes a series of simulation experiments are conducted.
For LSM, a formulation developed in References [7, 6] is followed, while for DEVS,
ForeFire fire simulator [3] is used. Both these models have a different formulation to
incorporate the nature of vegetation and slope hence, it is tried to parametrise both
models in an identical setup.

In the present study, for brevity no particular type of vegetation is defined and
simulations are carried out with a pre-defined value of ROS. It is assumed that
the ROS remains constant for a particular terrain. It is emphasised that these are
simplified and idealised test cases and no attempt is made to choose the parameters
for a realistic setup. The present scope of this work is to provide a first look into
the investigation of comparing LSM and DEVS based fire simulations with random
processes.

A flat area of hypothetical homogeneous vegetation spread over a domain size of
5000 m× 5000 m is selected for simulations. Different values of the ROS are utilised
for different test cases. The ROS is assumed to be 0.05 ms−1 in no wind conditions
while, in the presence of wind, it is estimated by the 3% ROS model [2]:

ROS = 0.03U · n̂ , (12)
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where, U is the mean wind velocity. Since, 3% ROS considers the propagation
only towards the mean wind direction, in order to study the evolution of the fireline
towards the flank and rear the following ROS is also considered [6]:

ROS(U, θ) =

{
εo + a

√
U cosn θ, if |θ| ≤ π

2
,

εo(α + (1− α)| sin θ|), if |θ| > π
2
,

(13)

where, εo is the flank velocity and (αεo) is the rear velocity with α ∈ [0, 1], and θ is
defined as the angle between the normal to the front n̂ and the mean wind direction
n̂U . For the present setup, we assume the values α = 0.8, n = 3, a = 0.5 m1/2s−1/2,
εo = 0.2 ms−1.

In LSM, the domain is discretised with a Cartesian grid of 20 m in both x and y
directions, while for DEVS the resolution of the simulation is defined in the terms
of quantum distance ∆q and perimeter resolution ∆c [3]. The quantum distance ∆q
is defined as the maximum allowable distance to be covered by a particle at each
advance, while a measure of ∆c is used to decompose/regenerate/coalesce two par-
ticles on propagation. The choice of ∆q and ∆c is dependent on the type of problem,
and in the present study two sets of values are used. The simulation is performed
with ∆q = 4 m, ∆c = 18 m for zero wind; and ∆q = 0.3 m, ∆c = 8 m in the presence
of wind. To avoid instability in the presence of wind, ∆q is chosen to be of a much
higher resolution than the wind data (20 m in this setup). The time is advanced
according to the events in ForeFire, and the simulation can move ahead according
to a user defined time. To facilitate a comparison between the two models, the sim-
ulation in DEVS model is advanced by the time step computed according to the
Courant–Friedrichs–Lewy (CFL) criteria in LSM.

The mean wind, wherever used, is assumed to be constant in magnitude and
direction. The turbulence is modelled according to a bi-variate Gaussian PDF

G(x− x; t) =
1

2πσ2(t)
exp

{
−(x− x)2 + (y − y)2

2σ2(t)

}
, (14)

where σ2 is the particle displacement variance related to the turbulent diffusion
coefficient D, such that 〈(x− x)2〉 = 〈(y − y)2〉 = σ2(t) = 2Dt. In the present
model, the whole effect of the turbulent processes over different scales is assumed to
be parametrised by the turbulent diffusion coefficient only.

The phenomenon of fire spotting is included according to the discussion provided
in References [16] and [5]. In Reference [16] it is shown that the firebrand distribution
followes a bimodal distribution but only the contribution of the firebrands with short
landing distance is significant because the ones with long-distance landing reach
the ground in charred oxidation state. According to this, the distribution of the
firebrands follows a log-normal distribution [16]

q(`; t) =
1√

2π s(t)`
exp

{
−(ln `− µ(t))2

2 s2(t)

}
, (15)
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where, µ(t) = 〈ln `〉 and s(t) = 〈(ln `− µ(t))2〉 are the mean and the standard
deviation of ln ` respectively. They are stated to be [15]

µ = 1.32I0.26
f U0.11 − 0.02 (16)

s = 4.95I−0.01
f U−0.02 − 3.48 (17)

where U is the magnitude of the mean wind and If = I+It represents fire intensity I
enriched by the tree torching intensity It. The turbulent diffusion coefficient D and
ignition delay τ are also assumed to be constant throughout the simulations. The
value of D is assumed to be 0.15 m2s−1 and the ignition delay for hot air and firebrand
is fixed at 600 s and 60 s respectively. The initial fire intensity is assumed to be
10 000 kWm−1 and the tree torching intensity is fixed at 0.015 kWm−1.

A series of idealised simulation tests are made to investigate the behaviour of
the two models with identical initial conditions. Different simulations are performed
both in the presence and the absence of wind by neglecting and considering the
random processes. The first case evaluates an isotropic growth of the fireline for zero
wind in both the models by neglecting all the random processes. In the second test,
the spread of fireline for different ROS in different directions is studied. The third
test discusses the propagation of the fireline with wind when the ROS is defined
according to the 3% formula (12) and to formula (13). The random processes are
neglected for the first three test cases. The fourth test presents the evolution of
fireline when turbulent processes are included both in the presence and absence of
wind. The last test evaluates the performance when fire spotting also included along
with turbulence. Firebreak lines are also introduced in the last two tests to highlight
the propagation of the fireline while encountering areas of null fuel. It should be
noted that for brevity fire spotting is assumed to be an independent downwind
phenomenon. Hence, the effect of fire spotting is accounted for only the leeward part
of the fireline. Also, to simplify the simulation, the region across and behind the
centre of the initial fireline is demarcated as the leeward side and the windward side
respectively.

5. Discussion

Figure 1 presents the evolution of the fireline for a circular initial condition of
radius 300 m for both LSM based model and DEVS based model. In the absence
of the wind, the initial circular fireline is transported into a isotropic growth, and
the circular contours correspond to 40 min isochronous fronts. It can very well ap-
preciated that with the same value of ROS and initial conditions, the two different
tracking schemes provide an identical evolution of the fireline. Modelling real sit-
uations of fire involves presence of zones without fuel, where the ROS is zero. In
case of firebreak zones, pure LSM and DEVS are inherently unable to simulate the
realistic situations of fire overcoming a fire break. Figure 2 shows that the fireline
fails to propagate across the firebreak when no random processes are included. The
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Figure 1: Evolution in time of the fireline contour without random processes and
zero wind for a) LSM and b) ForeFire. The initial fireline is a circle of radius 300 m.
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Figure 2: Same as Figure 1, but in the presence of a firebreak zone (60 m wide).
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Figure 3: Same as Figure 1, but with a non-homogeneous ROS. The ROS is 0.3 ms−1,
0.2 ms−1, 0.1 ms−1 in upper-left, upper right and bottom quadrants respectively.

evolution is shown only upto 140 min, but an extended run upto 250 min indicates
the limitation of the models to simulate the fire jump across the break zone.

Figure 3 presents the growth of an initial spot fire but with a non-homogenous
ROS in absence of any wind. The different values of the ROS can be attributed to
different fuel types. The fireline propagates with different speed in the three direc-
tions. In the absence of wind, the two tracking methods show an identical behaviour
in simulating situations with constant ROS. This paves way for a comparison of
situations with higher variability and complexity.
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Figure 4: Same as Figure 1, but when the mean wind velocity is 3 ms−1 in the positive
x-direction.
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Figure 5: Same as Figure 4, but when the initial profile is square with side 600 m.

Figure 4 shows the evolution of the firefront with a circular initial profile (with
radius 300 m) in case of a light wind of 3 ms−1 directed in the positive x direction.
The isochronous fronts are plotted at every 20 min and follow an oval shape for both
the models. The fire contours in DEVS based model diverge slightly from the mean
wind field and an increasing flanking fire develops over time. This divergence in the
evolution of firefront occurs due to differences in the computation of the normal for
both the models. The computation of normal for an active fire point in DEVS model
is approximated as the measure of the bisector of the angle between the point and
its left and right neighbours. This fact can be very well appreciated when an initial
square profile is considered.

Figure 5 shows the evolution of the fire spread with square initial profile of
side 600 m. Under the effect of the constant zonal wind, the evolution in LSM
strictly follows the initial square shape, while in ForeFire the initial angular points
are transported to provide a flanking spread. The 3% ROS does not model the
rear and back fire but DEVS generates spurious flanking fire that gives a realistic
behaviour to the fire spread even if due to the approximate construction of the
front normal. The differences in the evolution of flank fireline are also studied by
introducing different ROS for the head, flank and rear directions according to (13).
Here θ is defined as the angle between the normal to the front and the mean wind
direction. Since the normal computation in DEVS approach is approximate, two
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Figure 6: Evolution in time of the fireline contour without random processes with
ROS given by formula (13) where θ is the angle between the outward normal in
a contour point and the mean wind direction for a) LSM and b) ForeFire. The mean
wind velocity is 3 ms−1 in the positive x-direction.
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Figure 7: Same as Figure 6, but where θ is the angle between the line joining a contour
point and the centre of the initial burned area.

separate tests are performed to evaluate effect of the normal on the spread: firstly
when θ is computed according to the definition, and secondly, to ensure identical
angle for both methods, when θ is assumed to be the angle between the line joining
a contour point and the centre of the initial burned area. Figure 6 shows that when
θ is computed in accordance to the definition, the simulations for head and rear
fires are identical, but spurious flanks are observed for DEVS based model. On the
other hand, it is evident from Figure 7 that identical values of θ shows an identical
propagation of the fireline in all directions.

As shown above, in case of firebreak zones pure LSM and ForeFire are inherently
unable to simulate the realistic situations of fire overcoming a fire break. But Figure 8
shows that with the introduction of turbulence the models can simulate the effect
of hot air to overcome firebreak zone. The value of turbulent diffusion coefficient is
assumed to be 0.15 m2s−1. The evolution of the fireline is almost similar for both the
models, though a slight underestimation is visible in ForeFire with respect to the LSM
based model. Stronger turbulence causes a more rapid propagation of the fireline
and an earlier ignition across the firebreak zone. A detailed analysis of the effect of
varying turbulence over long-term propagation with the LSM can be found in [13, 14].
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Figure 8: Evolution in time of the fireline contour with turbulence in zero wind for
a) LSM and b) ForeFire. The initial fireline is a circle of radius 300 m. The turbulent
diffusion coefficient is 0.15 m2s−1.
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Figure 9: Same as Figure 8, but when the mean wind velocity is 3 ms−1 in positive
y-direction.

Figure 9 presents the effect of inclusion of turbulence with a non-zero wind profile
and 3%-wind ROS. The effect of turbulence is most pronounced in the direction of
the mean wind and it clearly shows that randomisation of the fireline permits the
fire to overcome the obstacle without fuel along with an increased growth in the
flank-fire, back fire and head fire. Both models show almost similar characteristics
in modelling the spread of fire, though the flank fire has a slightly larger spread in
ForeFire. This is due to the fact the particle transportation in the direction of the
front normal is computed with an approximated method.

Another aspect contributing towards the increase in the fire spread and allowing
new fire ignitions across obstacles due to fire spotting is presented in Figure 10.
With inclusion of fire spotting along with turbulence, the evolution of the fire front
is faster in comparison to the effect of turbulence alone as seen in Figure 9. The
region across the fire break has a quick ignition pertaining to the embers flowing
and landing with the effect of wind. It should be noted that within the considered
parametrisation (15) the phenomenon of fire spotting can only be observed in the
presence of the wind. The flank fire and the head fire are also well simulated in both
the models, and again a larger spread out the flanking fires is observed for DEVS.
Fire spotting along with turbulence has a remarkable effect on enhancing the fireline
and igniting secondary fires across the fire break zones.
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Figure 10: Same as Figure 9, but when phenomenon of fire-spotting is also included.

6. Conclusions

This paper describes an approach to model the effects of the random processes
in the propagation of the wildland fires. The propagation of the fire can be split into
a drifting part and a fluctuating part. The fluctuating part is generated by a com-
prehensive statistical description of the system and includes the effects of random
processes in agreement with the physical properties of the system.

The drifting part is modelled in terms of a deterministic position determined by
Eulerian LSM or Lagrangian DEVS with a certain ROS, and the fluctuating part
according to the PDF of the random displacement of points marked as active burn-
ing points. Numerical simulations show that this formulation emerges to be suitable
for both LSM and DEVS based models to manage the real world situations related
to random character of fire e.g., increase in ROS due to pre-heating of the fuel by
hot air and vertical lofting and transporting of firebrands and fire overcoming no
fuel zones. DEVS computes an approximated outward normal of the fire perimeter
that generates differences with the LSM. Such differences result in spurious flanking
fires, which however provide a more realistic fire contour. The two models perform
in agreement with each other and can be complementary to each other for simple
situations, but for increasing complexity the introduction of random processes am-
plifies differences between DEVS and LSM which are mainly due to the approximate
computation of normal.
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1. Introduction

Performing a linear transformation y = Ax with an n× n matrix A requires n2

operations. We talk about a fast implementation of such a transformation if we can

lower the number of operations, such as by using the Fast FourierTransform (FFT) [3],

which caused a revolution in signal processing by bringing the cost down to n log n.

Hand-in-hand with the operation cost go memory requirements. In a straightfor-

ward implementation we need additional n memory locations. It may be desirable to

perform the transformation in place, that is, the output y is stored directly into the

locations occupied by the input x, requiring possibly some small number, indepen-

dent of n, of memory locations. Fast implementations usually allow such memory

savings.

Not long after the FFT technique for reducing the cost similar results appeared

for Walsh-Hadamard transforms [5, 12]; this development has continued to the

present [13] and now includes Hadamard transforms other than those based on Walsh

matrices [1]. Surprisingly, all of these results appear to be based on considerations

following those in the development of the FFT.
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In this paper we offer a different way to derive fast and in-place algorithms,

not only for Hadamard matrices but also for their generalization, Hadamard matrix

polynomials introduced in Section 3. Our approach is based on the factorization of

invertible matrix polynomials discussed in Section 2 and allows not only the deriva-

tion of theoretical results but also, being based on a simple deterministic algorithm,

the capacity to determine by computational means if a fast implementation exists in

particular cases. That is presented in Section 4 and Section 5 for fast and in-place

implementations, respectively. We conclude in Section 6 by factorizing a degree three

8× 8 Hadamard matrix polynomial into five sparse factors.

The concept, properties and the construction of Hadamard matrix polynomials

have been developed by the author and Radka Tezaur/Turcajova. They are docu-

mented in unpublished reports for Prometheus, Inc. (some related work can be found

in http://www.prometheus-us.com/PONS-papers/) and have been used in signal

processing applications such as [11]. A special case (size 2×2) has been presented in

a Departmental seminar for which an abstract is available [10]. They are introduced

here only for the purpose of demonstrating the applicability of the idea of finding

fast implementations by factorization of matrix polynomials.

2. IMP — invertible matrix polynomials and their factorization

A matrix polynomial of size m and of order p (or degree p− 1), m > 1, p > 0, is

given by

A(z) =
p

∑

k=1

Akz
k−1

where Ak are real m × m matrices. The product of matrix polynomials is again

a matrix polynomial which, unlike scalar polynomials (m = 1), may have degree less

than the sum of the exact degrees of the multiplicands. This leads to the concepts of

invertible matrix polynomials (IMPs) and, as a special case, orthogonal (or unitary)

matrix polynomials.

We state these concepts formally as follows:

Definition 2.1 1. A matrix polynomial A(z) of order p is called invertible if there

exists a polynomial B(z) of order q such that B(0) 6= 0 and

A(z)B(z) = βzsI

(I is the identity matrix) for some scalar β > 0 and some s, 0 ≤ s ≤ p+ q−2.

2. An invertible matrix polynomial A(z) of order p is called orthogonal if

B(z) =
p

∑

k=1

AT
p−k+1z

k−1 = zp−1AT

(
1

z

)

, (1)

β = ‖eT
1A(1)‖22 (e1 is the first column of the identity matrix) and s = p− 1.

101



We have introduced the parameter β into the concept of inverse for later conve-

nience and also include the parameter s for larger applicability in some situations.

Our results depend on the factorization of matrix polynomials. An orthogonal

matrix polynomial of degree p can always be factorized into a product of exactly

p linear factors [7, 9], a strong result a weaker form of which has not yet been estab-

lished for IMPs. It has been shown in [6, p. 112], though, that matrix polynomials

can not be generally factorized as demonstrated by the following example:

Example 2.2

A(z) =
(
0 −1

0 0

)

+ z2
(
1 0

0 1

)

is an IMP of size 2 and degree 2 and its inverse is

B(z) =
(
0 1

0 0

)

+ z2
(
1 0

0 1

)

with s = 4 and β = 1.

What has actually been proved in [6] is that this IMP can not be expressed as

a product of two IMPs, both of degree less than two (it is, in fact, factorizable into

a product of three IMPs of degree one). The phrase “can not be factorized” here has

a very restricted meaning — the product of factors of lower degrees and not more

of them than the current degree. The word “factorization” in this paper (and in its

title) is taken to mean simply “expressing as a product of factors”.

Due to their invertibility IMPs can be factorized in many ways; we can actually

prescribe all the partial products in the factorization.

Theorem 2.3 Let Bj(z), j = 0, 1, . . . , n, be invertible matrix polynomials of the

same size. Then there exist IMPs Fj(z), j = 0, 1, . . . , n, such that

Bj(z) = Fj(z)Fj−1(z) . . . F0(z) , j = 0, 1, . . . , n .

Proof. Take F0(z) = B0(z) and Fj(z) = Bj(z)B
−1
j−1(z), j = 1, 2, . . . , n.

The degrees of the factors depend, of course, on the chosen partial products.

Regardless of how trivial this observation is, it is in fact a basis for what follows

because some factorings may have certain desirable properties that others do not,

such as particularly sparseness. We can demonstrate an application of this idea—

using factorization into sparse factors to reduce complexity—in the case of Walsh-

-Hadamard matrices, which are given by the recurrence

W0 = 1 , Wk+1 =

(
Wk Wk

Wk −Wk

)

, k = 0, 1, . . . .

The steps in this construction are the source of partial products; the only difficulty

in applying Theorem 2.3 is the “same size” requirement because Wk+1 is a square
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matrix of size 2k+1, double that of Wk. That is overcome by doubling the size of Wk;

if we choose

B0 =

(
Wk 0

0 Wk

)

and B1 = Wk+1

we get

B1 = FB0 where F =

(
Wk Wk

Wk −Wk

)(
W−1

k 0

0 W−1
k

)

=

(
I I
I −I

)

leading immediately to the fast application ofWn costingN log2N operations, N=2n.

A suitable same permutation of both rows and columns changes this factor F into

a block diagonal matrix with 2× 2 blocks W1 in the diagonal, leading to an in-place

implementation needing only one temporary memory location. Alternatively, this

structure can be exploited for parallel processing.

We conclude this section by a comment on the apparently obvious statement

that if A(z) = F (z)B(z) then the application of A(z) is equivalent to the application

of B(z) followed by that of F (z). While this is straightforward for order p = 1

(multiplication of matrices and vectors), for p > 1 a rigorous definition of the meaning

of “application” involves a lengthy exposition. The difference between applying

matrix polynomials of order p = 1 and orders p > 1 is similar to moving from

discrete Fourier transform to discrete wavelet transforms (originally called lapped

transforms because of the need to use input data from the adjacent blocks). One

approach is to express this application using block Toeplitz matrices (made circulant

for invertibility) as in [8].

However, for the purpose of this paper it is sufficient to state that by application of

an N×N matrix polynomial A(z) of order p to a vector x = (xT
1 x

T
2 . . . x

T
K+p )

T

with N × 1 components xj we mean the evaluation of output

yj =
p

∑

k=1

Akxj+k−1 , j = 1, 2, . . . , K , (2)

from which the statement about application of factorized matrix polynomials is easily

justified.

It is important to note that when yj, for some j, has been evaluated in (2) then

the vector xj will not be needed to evaluate yk for k > j.

3. HMP — Hadamard matrix polynomials and some constructions

Hadamard matrices are, up to a scalar multiple, orthogonal matrices the elements

of which are restricted to have values 1 and −1. We extend this notion to matrix

polynomials as follows:

Definition 3.1 An orthogonal matrix polynomial A(z) =
∑p

j=1Ajz
j−1 with ele-

ments 1 and −1 in all matrices Aj will be called a Hadamard matrix polynomial

(HMP).
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We have introduced the parameter β into the definition of inverse so that we

can say that the inverse of an HMP is again an HMP. For an HMP of size m and

order p, β = mp.

Example 3.2

A(z) =
(
1 1

1 1

)

+ z
(

1 −1

−1 1

)

is an HMP of size 2 and order 2 and its inverse is

B(z) =
(

1 −1

−1 1

)

+ z
(
1 1

1 1

)

with s = 1 and β = 4.

In principle, construction of HMPs can be done by exhaustive search. However,

this approach quickly becomes infeasible as the dimension of the problem grows.

As for Walsh-Hadamard matrices, there are constructions which allow doubling

either the size or the order of an existing HMP. Starting with the simplest HMP

(size 2, order 1)

H0(z) =
(
1 1

1 −1

)

we can thus construct HMPs for which both size and order are powers of 2.

In this paper we will consider only three types of constructions: two which double

the size of an HMP and one which doubles the order. Let us define them formally.

Denote by E the per-identity, that is the matrix such that XE reverses the order

of columns of matrix X while EX does the same for rows. Also, let Ds be a diagonal

matrix with ( 1 −1 1 −1 . . . ) in the diagonal, the matrix post-multiplication

by which will change the sign of every second column.

Definition 3.3 Let A(z) =
∑p

k=1Akz
k−1 be an HMP of even size.

1. We define the Walsh-Sylvester size extension SW (A, z) by

SW (A, z) =
(
A(z) A(z)
A(z) −A(z)

)

.

2. We define the PONS-like size extension SP (A, z) by

SP (A, z) =
(

A(z) DsEA(z)
DsEA(z) A(z)

)

.
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3. Block the matrices Ak into equal parts

Ak =

(
UT
k

V T
k

)

.

We define the order extension Op(A, z) by

Op(A, z) =
p

∑

k=1

(
UT
k

UT
k

)

z2k−2 +

(
V T
k

−V T
k

)

z2k−1 .

Proposition 3.4 The extended matrix polynomials are again HMPs.

Proof. Straightforward using the second characterization of the orthogonal matrix

polynomial in (1).

Note that the HMP in Example 3.2 is obtained by Op(H0, z).
There are other constructions which double either the size or the order of an

HMP and also some which preserve both size and order: these include transposing

the coefficient matrices, changing sign or permuting rows and columns or reversing

the polynomials. It is thus possible to create a large variety of HMPs of increasing size

and order. The type SP is one of similar constructions resulting in so called PONS

Hadamard matrices with many properties which are desirable in signal processing [2].

4. HMP — Fast implementation

The constructions of HMPs introduced in the previous section are the basis for

applying Theorem 2.3, as was already demonstrated for Walsh-Hadamard matrices

in Section 2 (order p = 1). We now show the extension to a degree one HMP (order

p = 2).

Proposition 4.1 Let Wn be a Walsh-Hadamard matrix of size N = 2n. Then

Op(Wn, z) = F (z)Wn where F (z) =
(
I 0

I 0

)

+ z
(
0 I
0 −I

)

,

here the identity matrices (as well as the zero blocks) are of size N/2. The factor’s

first coefficient F1 =

(
I 0

I 0

)

is permutable to a block diagonal matrix with blocks
(
1 0

1 0

)

of size 2.

Proof. Denote, for brevity, W = Wn−1. Calculate

((
I 0

I 0

)

+ z
(
0 I
0 −I

))(
W W
W −W

)

=

(
W W
W W

)

+z
(

W −W
−W W

)

= Op(Wn, z) .

The permutation ( 1 N/2 + 1 2 N/2 + 2 . . . N/2 N ) applied to both rows

and columns of F1 achieves the required diagonalization.
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Further doubling of the order leads to factors of the same structure but of corre-

spondingly higher degrees, with only the first and last coefficient matrices non-zero.

The computational complexity is two per item of the output (i. e., two nonzero

elements in each row of the linear transformation) in each step.

A more complicated factor is obtained when we reverse the order of extensions

(results of this kind are best obtained by computer software and can be checked by

calculations similar to those proving the Proposition 4.1).

Proposition 4.2 If we apply the Walsh extension SW to the linear HMP Op(Wn, z))
(using the notation of Proposition 4.1) the resulting factor is

F (z) =








I I 2I 0

I I 0 2I
I I 0 −2I
I I −2I 0







+ z








I −I 0 0

−I I 0 0

−I I 0 0

I −I 0 0








.

The minimal diagonal blocks after permutations have size 4.

The complexity is now much worse—five operations per item (six, actually, if we

count only additions and implement the multiplier 2 as two additions). Interestingly,

further extensions of size have similarly shaped factors while doubling the order leads

to factors with complexity two per item as in Proposition 4.1.

Similar observations can be pursued for HMPs based on the SP size extensions.

These lead to transforms complementary to Walsh-Hadamard transforms with im-

portant applications in signal processing [1].

5. HMP — in-place implementation

It is obvious that if we apply a linear transform with an upper triangular matrix,

then when we have calculated the first k elements of the result the first k elements

of the input will not be needed any more and can be replaced by the output. That

observation is the basis of the “in-place” implementation. Similarly, in the applica-

tion of a matrix polynomial, in (2), we note that, once yj is evaluated, xj will not

be needed to evaluate yk for k > j.
So memory requirements depend upon how we can implement the evaluation of

A1xj, that is F1xj, as we are now discussing the application of a factor. As already

pointed out in particular cases, we need to be able to permute rows and columns

of F1 into a block upper triangular form; we can then proceed as suggested above

and the maximal size of the diagonal blocks gives the number of additional memory

locations needed to calculate the transform in place.

It is important to realize that the rows and columns must be permuted in the

same way, otherwise we would be storing the results corresponding to the diagonal

blocks in the wrong places and overwriting what is still needed in using the next

block.
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The problem of finding the block triangular form by a symmetric permutation is

equivalent to that of determining the strongly connected components of a graph. It

can be solved, for example, by Tarjan’s algorithm [4].

6. An example

An 8×8 HMP of order 4 (that is, degree 3) constructed by two size extensions SP

followed by two order doubling Op is visualized as:

.......... .......... .......... ..........

.+++---+-. .--+-+++-. .+++---+-. .++-+---+.

.+----+--. .-+--+---. .+----+--. .+-++-+++.

.+-+++---. .+---+-++. .+-+++---. .-+++-+--.

.--+----+. .---+--+-. .--+----+. .+++-++-+.

.+++---+-. .--+-+++-. .---+++-+. .--+-+++-.

.+----+--. .-+--+---. .-++++-++. .-+--+---.

.+-+++---. .+---+-++. .-+---+++. .+---+-++.

.--+----+. .---+--+-. .++-++++-. .---+--+-.

.......... .......... .......... ..........

where + and - denote 1 and −1, respectively, and we have surrounded the four

coefficient matrices A1, . . . , A4 by dots. Note that unlike in the Walsh extensions

the pattern of ±1 looks almost random in this PONS-like HMP. Nevertheless, the

fast/in-place implementation is still achievable by the following five factors

.......... .......... .......... .......... ..........

.++ . .+ + . .+ +. .+ . . + .

.+- . . +- . . + - . . + . . + .

. ++ . . ++ . . + + . . + . . + .

. +- . .- + . . +- . . + . . +.

. ++ . , . + +. , . ++ . , .+ . . - .

. +- . . +- . . - + . . + . . - .

. ++. . ++ . . + + . . + . . - .

. +-. . - +. .- +. . + . . -.

.......... .......... .......... .......... ..........

and
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.......... .......... ..........

.+ . . . . + .

. + . . . . + .

. + . . . . + .

. + . . . . +.

.+ . . . . - .

. + . . . . - .

. + . . . . - .

. + . . . . -.

.......... .......... ..........

Notice that application of each row of the original HMP involving 31 additions and

subtractions is replaced by just 5 such operations. This was achieved by a factoriza-

tion of a degree 3 matrix polynomial into the product of five matrix polynomials of

degrees 0, 0, 0, 1 and 2, respectively.

One other observation important for implementation is the regular pattern in the

structure of the factors which can be realized directly by the computer program and

thus avoiding the need to store the original HMP or its factors.

7. Conclusion

In this paper we show that there is a large class of Hadamard matrices and

Hadamard matrix polynomials which are constructed in such a way that using the

new result of Theorem 2.3 can easily determine whether or not transforms can be

implemented fast and in-place. Our approach suggests a simple algorithm which

determines the polynomial matrix factors from which it is possible to see, in each

case, how good the fast and in-place implementation will be. Theorem 2.3 resolves

an important need because the savings available from fast and in-place transforms

differ significantly from one case to another, as shown by two examples in Section 3.

Indeed, the question what savings can be achieved by fast implementation is thus

far from trivial. The possible savings result from two properties: the sparseness of

the factors and the small integer sizes of their non-zero elements. An alternative

factorization for orthogonal matrix polynomials mentioned in Section 2 ([9]) is not

applicable here because the factors would neither be sparse nor have integer values.
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the interpolation error constants over the given triangular elements. These

constants are important for analysis of interpolation error and especially for

the error analysis in the Finite Element Method. In our method, interpolation

constants are bounded by the product of the solution of corresponding finite
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1. Introduction

The analysis of interpolation error is important in a lot of applications such as

the approximate theory and the error estimation for the solution of Finite Element

Method. In order to estimate the interpolation errors, we have to obtain the upper

bounds of the constants which appear in some kinds of norm inequalities. These are

called interpolation error constants.

Let T be given triangle in R
2 and define function spaces V 1,1(T ), V 1,2(T ), V 2(T )

as follows:

V 1,1(T ) =

{

ϕ ∈ H1(T )
∣
∣
∣

∫

T

ϕdxdy = 0

}

,

V 1,2(T ) =

{

ϕ ∈ H1(T )
∣
∣
∣

∫

γk

ϕds = 0, ∀k = 1, 2, 3

}

,

V 2(T ) =
{

ϕ ∈ H2(T )
∣
∣
∣ ϕ(pk) = 0, ∀k = 1, 2, 3

}

,
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where p1, p2, p3 and γ1, γ2, γ3 are vertices and edges of T , respectively. Under these

settings, it is known that the following interpolation error constants C1(T ), C2(T ),
C3(T ) and C4(T ) exist:

C1(T ) = sup
u∈V 1,1(T )\0

‖u‖L2(T )

‖∇u‖L2(T )

, C2(T ) = sup
u∈V 1,2(T )\0

‖u‖L2(T )

‖∇u‖L2(T )

,

C3(T ) = sup
u∈V 2(T )\0

‖u‖L2(T )

|u|H2(T )

, C4(T ) = sup
u∈V 2(T )\0

‖∇u‖L2(T )

|u|H2(T )

.

where | · |Hk(Ω) means Hk semi-norm defined later.

In this paper, we present a simple method to obtain explicit and sharp upper

bounds for them. Furthermore, we obtained the following remarkable formulas for

the upper bounds:

C1(T ) < K1(T ) =

√

A2 +B2 + C2

28
− S4

A2B2C2
,

C2(T ) < K2(T ) =

√

A2 +B2 + C2

54
− S4

2A2B2C2
,

C3(T ) < K3(T ) =

√

A2B2 +B2C2 + C2A2

83
− 1

24

(
A2B2C2

A2 +B2 + C2
+ S2

)

,

C4(T ) < K4(T ) =

√

A2B2C2

16S2
− A2 +B2 + C2

30
− S2

5

(
1

A2
+

1

B2
+

1

C2

)

,

where A,B,C are the edge lengths of triangle T and S is the area of T .
As we will show in Section 5, the upper bounds obtained by these formulas are

sharp enough for the practical applications. Moreover, K1(T ) . . .K4(T ) are conve-

nient for practical calculations since these formulas consists of just four arithmetic

operations and the square root.

We have to note that, by our method, we can only prove these formulas for the

“given” triangles. To prove the formulas for “any” triangle, we need some continua-

tion techniques and the asymptotic analysis. More specifically, we first prove these

formulas for finitely many specific triangles by slightly strict form, namely

Cj(T ) < (1− ε)Kj(T )

for some small ε > 0 and then extend these results to general cases by the analytical

evaluation and the asymptotic analysis. We indeed succeeded to prove it but we will

show it in another paper because of the space limit.

2. Preceding works

In connection with the Finite Element Method, there is a plenty of works espe-

cially on the relation between C4(T ) and the error estimates such as [4, 6, 3, 9, 10,

12, 19, 14, 24] for a priori error estimate and [4, 8, 14] for a posteriori error estimate.
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Figure 1: α, β and θ for triangle T .

On the explicit upper bound for C4(T ), Arcangeli and Gout[2] obtained the fol-

lowing estimates:

C4(T ) ≤
3d(T )2

ρ(T )

where d(T ) is a diameter of T and ρ(T ) is a diameter of the inscribed circle of T .
They also obtained the upper bound for C3(T ) as follows:

C3(T ) ≤ 3d(T )2.

Meinguet and Descloux[17] improved their result and obtained

C4(T ) ≤
1.21d(T )2

ρ(T )
.

Natterer [20] showed that C4(T ) is bounded in terms of C4(T0,1) where T0,1 is a isosce-

les right triangle whose edge lengths are 1, 1 and
√
2. Specifically, they showed

C4(T ) ≤ C4(T0,1) ·
α2 + β2 +

√

α4 + 2α2β2 cos 2θ + β4

√

2(α2 + β2 −
√

α4 + 2α2β2 cos 2θ + β4)

, (1)

where α and β are the longest and second longest edge lengths and θ is an included

angle (Fig. 1). In the same paper, they proved C4(T0,1) ≤ 0.81. Nakao and Ya-

mamoto [19] proved that

C4(T0,1) ≤ 0.4939

by numerical verification method. Kikuchi and Liu [7] proved that C4(T0,1) is

bounded by the maximum positive solution of transcendental equation for µ:

1

µ
+ tan

1

µ
= 0

and showed

C4(T0,1) ≤ 0.49293.

Moreover, Liu and Kikuchi [14] proved that

C4(T ) ≤ C4(T0,1) ·
1 + cos θ

sin θ

√

α2 + β2 +
√

α4 + 2α2β2 cos 2θ + β4

2
. (2)
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Note that the estimation (2) is consistent with the maximum angle condition [3]

whereas the estimation (1) is not. In fact, if we fix β and θ and let α → 0, the

right-hand side of (1) diverges to infinity whereas the right-hand side of (2) remains

bounded.

C1(T ) is known as the Poincaré-Friedrichs constant and Payne and Weinberger

obtained

C1(T ) ≤
d(T )

π
.

This estimation is valid for any convex domain. For arbitrary triangle T , Laugesen
and Siudeja [11] obtained

C1(T ) ≤
d(T )

j1,1
(3)

where j1,1 = 3.83170597 . . . denotes the first positive root of the Bessel function J1.

On the other hand, Kikuchi and Liu [7] proved that

C1(T0,1) =
1

π

and

C1(T ) ≤ C1(T0,1)
√

1 + | cos θ| max(α, β). (4)

There are only a few results for C2(T ) itself. However, C2(T ) is bounded by

so called Babuška-Aziz constant whose existence is proved by Babuška and Aziz

[3, Lemma 2.1]. From the upper bound for the Babuška-Aziz constant obtained by

Liu and Kikuchi [14], we have

C2(T ) ≤ 0.34856
√

1 + | cos θ| max(α, β).

For the most triangles, our formulas K1(T ) . . .K4(T ) give better upper bounds

than the preceding results. The exception is that (3) or (4) provides slightly lower

value than K1(T ) for some triangles.

There are some results about computing lower bounds of eigenvalues of elliptic

operators such as [1, 5, 13, 15, 16, 21, 23] which can be applied to compute upper

bounds of C1(T ) or C2(T ). Compared to these results, our method is only applicable

to the triangular domain but has the advantage that the sharp upper bounds can be

obtained by a simple implementation.

3. Definitions and preliminaries

For given triangle T , let p1(T ), p2(T ), p3(T ) be vertices of T and γ1(T ), γ2(T ), γ3(T )
be edges p2(T )p3(T ), p3(T )p1(T ), p1(T )p2(T ), respectively. Let n(T ) be the outer

normal unit vector on ∂T , ν(T ) be the direction vector which takes counterclock-

wise direction through ∂T and ds(T ) be the line element on ∂T . We omit “(T )”
if there is no possibility of confusion. We use Cartesian coordinates (x, y) and use

the usual notation for L2 norm and define Hk semi-norm | · |Hk(T ) by |u|2Hk(Ω) =
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∑k
j=0

(
k
j

)
∥
∥
∥

∂ku
∂xj∂yk−j

∥
∥
∥

2

L2(Ω)
. Ta,b denotes triangle whose vertices are (0, 0), (1, 0) and

(a, b). We use subscripts to indicate partial derivatives.

Let Qα and Qβ denote the following polynomial spaces:

Qα =
{

a1(x
2 + y2) + a2x+ a3y + a4

∣
∣
∣ a1, . . . , a4 ∈ R

}

,

Qβ =
{

a1x
2 + a2xy + a3y

2 + a4x+ a5y + a6

∣
∣
∣ a1, . . . , a6 ∈ R

}

.

Note that both Qα and Qβ are invariant under constant shifts and rotations and thus

they are independent of the choice of the coordinates. Let τ be the given triangle

and we define two kinds of second order interpolation Π
(α)
τ ϕ for ϕ ∈ H1(τ) and Π

(β)
τ ϕ

for ϕ ∈ H2(τ) on triangle τ as follows:






Π(α)
τ ϕ ∈ Qα

∫

γk

Π(α)
τ ϕds =

∫

γk

ϕds, k = 1, 2, 3,

∫∫

τ

Π(α)
τ ϕdxdy =

∫∫

τ

ϕdxdy,







Π(β)
τ ϕ ∈ Qβ

Π(β)
τ ϕ(pk) = ϕ(pk), k = 1, 2, 3,

∫

γk

∇Π(β)
τ ϕ · n ds =

∫

γk

∇ϕ · n ds, k = 1, 2, 3.

In the rest of this section, we prepare some preliminary lemmas.

Lemma 1. If ϕ ∈ V 2(τ) satisfies
∫

γk

∇ϕ · n ds = 0, k = 1, 2, 3,

then

ϕx, ϕy ∈ V 1,2(τ)

holds.

Proof. From ϕ(p1) = ϕ(p2) = ϕ(p3) = 0, we have
∫

γk

∇ϕ · ν ds = 0, k = 1, 2, 3.

Then, together with the assumption,
∫

γk

∇ϕ · w ds = 0, k = 1, 2, 3,

holds for any fixed vector w, which proves the lemma.
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On the interpolations Π
(α)
τ and Π

(β)
τ , the following orthogonal properties hold:

Lemma 2. For ϕ ∈ H1(τ),

‖∇Π(α)
τ ϕ‖2L2(τ) + ‖∇(ϕ−Π(α)

τ ϕ)‖2L2(τ) = ‖∇ϕ‖2L2(τ).

Lemma 3. For ϕ ∈ H2(τ),

|Π(β)
τ ϕ|2H2(τ) + |ϕ− Π(β)

τ ϕ|2H2(τ) = |ϕ|2H2(τ).

Proof of Lemma 2. Since Π
(α)
τ ϕ does not depend on the choice of the coordinates,

we consider the x-axis to be aligned with the edge γ3 and take p1 = (0, 0), p2 =

(h, 0), p3 = (ah, bh) and

Π(α)
τ ϕ = a1(x

2 + y2) + a2x+ a3y + a4.

Then, the divergence theorem yields

‖∇ϕ‖2L2(τ) − ‖∇Π(α)
τ ϕ‖2L2(τ) − ‖∇(ϕ−Π(α)

τ ϕ)‖2L2(τ)

= 2

∫∫

τ

∇(ϕ−Π(α)
τ ϕ) · ∇Π(α)

τ ϕdxdy

= 2

∫∫

τ

div
(

(ϕ− Π(α)
τ ϕ)∇Π(α)

τ ϕ
)

dxdy − 2

∫∫

τ

(ϕ−Π(α)
τ ϕ)∆Π(α)

τ ϕdxdy

= 2

∮

∂τ

(ϕ−Π(α)
τ ϕ)∇Π(α)

τ ϕ · n ds− 8a1

∫∫

τ

(ϕ− Π(α)
τ ϕ) dxdy

= 2

∮

∂τ

(ϕ−Π(α)
τ ϕ)

(
2a1x+ a2
2a1y + a3

)

· n ds

= 4a1

∮

∂τ

(ϕ− Π(α)
τ ϕ)

(
x

y

)

· n ds

= 4a1

∫

γ1

(ϕ− Π(α)
τ ϕ)

(
x− h

y

)

· n ds+ 4a1

∫

γ2

(ϕ− Π(α)
τ ϕ)

(
x− ah

y − bh

)

· n ds

+ 4a1

∫

γ3

(ϕ−Π(α)
τ ϕ)

(
x

y

)

· n ds

= 4a1

∫

γ1

√

(x− h)2 + y2 (ϕ− Π(α)
τ ϕ) ν · n ds

+ 4a1

∫

γ2

√

(x− ah)2 + (y − bh)2 (ϕ− Π(α)
τ ϕ) ν · n ds

+ 4a1

∫

γ3

√

x2 + y2 (ϕ− Π(α)
τ ϕ) ν · n ds = 0
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Figure 2: Divide T into n2 congruent small triangles.

Proof of Lemma 3. Same as previous lemma, we take p1 = (0, 0), p2 = (h, 0), p3 =

(ah, bh) and
Π(β)

τ ϕ = a1x
2 + a2xy + a3y

2 + a4x+ a5y + a6.

Then, the divergence theorem yields

|ϕ|2H2(τ) − |Π(β)
τ ϕ|2H2(τ) − |ϕ− Π(β)

τ ϕ|2H2(τ)

= 2

∫∫

τ

(

(ϕ− Π(β)
τ ϕ)xx(Π

(β)
τ ϕ)xx + 2(ϕ−Π(β)

τ ϕ)xy(Π
(β)
τ ϕ)xy

+ (ϕ− Π(β)
τ ϕ)yy(Π

(β)
τ ϕ)yy

)

dxdy

= 2

∫∫

τ

div

(∇(ϕ−Π
(β)
τ ϕ) · ∇(Π

(β)
τ ϕ)x

∇(ϕ− Π
(β)
τ ϕ) · ∇(Π

(β)
τ ϕ)y

)

dxdy

= 2

∮

∂τ

(∇(ϕ−Π
(β)
τ ϕ) · ∇(Π

(β)
τ ϕ)x

∇(ϕ−Π
(β)
τ ϕ) · ∇(Π

(β)
τ ϕ)y

)

· n ds

= 2

∮

∂τ

∇(ϕ− Π(β)
τ ϕ) · ∇(∇Π(β)

τ ϕ · n) ds

= 2

∮

∂τ

∇(ϕ− Π(β)
τ ϕ) ·

(
2a1 a2
a2 2a3

)

n ds.

Here, Lemma 1 yields
∫

γk

(ϕ−Π(β)
τ ϕ)x ds =

∫

γk

(ϕ− Π(β)
τ ϕ)y ds = 0, k = 1, 2, 3,

which leads us to the conclusion.

4. Our method to bound the constants

We divide triangle T into n2 congruent small triangles τ1, . . . , τn2 (Fig. 2). We

assume that each τk is open set, namely, does not contain its boundary, and define

T ′ =

n2
⋃

k=1

τk.
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Then we define Π(α)u for u ∈ H1(T ) and Π(β)u for u ∈ H2(T ) as follows:

Π(α)u|τk = Π(α)
τk

u, Π(β)u|τk = Π(β)
τk

u.

Note that Π(α)u and Π(β)u are not always continuous on T .
By solving finite dimensional generalized eigenvalue problems, we can obtain

following constants:

C
(n)
1 (T ) = sup

u∈V 1,1(T )\0

‖Π(α)u‖L2(T ′)

‖∇Π(α)u‖L2(T ′)

, C
(n)
2 (T ) = sup

u∈V 1,2(T )\0

‖Π(α)u‖L2(T ′)

‖∇Π(α)u‖L2(T ′)

,

C
(n)
3 (T ) = sup

u∈V 2(T )\0

‖Π(β)u‖L2(T ′)

|Π(β)u|H2(T ′)

, C
(n)
4 (T ) = sup

u∈V 2(T )\0

‖∇Π(β)u‖L2(T ′)

|Π(β)u|H2(T ′)

.

With respect to these constants, we have the following theorem:

Theorem 1.

C1(T ) ≤
√

n2

n2 − 1
C

(n)
1 (T ), C2(T ) ≤

√

n2

n2 − 1
C

(n)
2 (T ),

C3(T ) ≤
√

n4

n4 − 1
C

(n)
3 (T ), C4(T ) ≤

√

n2

n2 − 1
C

(n)
4 (T ),

C4(T ) ≤
√

C
(n)
4 (T )2 +

C2(T )2

n2
,

Proof. We first note that the scaling properties Cj(τk) = Cj(T )/n for j = 1, 2, 4 and

C3(τk) = C3(T )/n
2 hold. This property can be easily shown by change of variables.

From Lemma 2, for u ∈ V 1,j(T ), j = 1, 2, we have

‖u‖L2(T ) ≤ ‖Π(α)u‖L2(T ′) + ‖u− Π(α)u‖L2(T ′)

= ‖Π(α)u‖L2(T ′) +

√
√
√
√

n2
∑

k=1

‖u−Π
(α)
τk u‖2L2(τk)

≤ C
(n)
j (T ) ‖∇Π(α)u‖L2(T ′) +

Cj(T )

n

√
√
√
√

n2
∑

k=1

‖∇(u− Π
(α)
τk u)‖2L2(τk)

≤
√

C
(n)
j (T )2 +

Cj(T )2

n2

√
√
√
√

n2
∑

k=1

(

‖∇Π
(α)
τk u‖2L2(τk)

+ ‖∇(u−Π
(α)
τk u)|2L2(τk)

)

=

√

C
(n)
j (T )2 +

Cj(T )2

n2

√
√
√
√

n2
∑

k=1

‖∇u‖2L2(τk)

=

√

C
(n)
j (T )2 +

Cj(T )2

n2
‖∇u‖L2(T ).
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Furthermore, from Lemma 3, for u ∈ V 2(T ),

‖u‖L2(T ) ≤ ‖Π(β)u‖L2(T ′) + ‖u− Π(β)u‖L2(T ′)

= ‖Π(β)u‖L2(T ′) +

√
√
√
√

n2
∑

k=1

‖u− Π
(β)
τk u‖2L2(τk)

≤ C
(n)
3 (T ) |Π(β)u|H2(T ′) +

C3(T )

n2

√
√
√
√

n2
∑

k=1

|u− Π
(β)
τk u|2H2(τk)

≤
√

C
(n)
3 (T )2 +

C3(T )2

n4

√
√
√
√

n2
∑

k=1

(

|Π(β)
τk u|2H2(τk)

+ |u− Π
(β)
τk u|2H2(τk)

)

=

√

C
(n)
3 (T )2 +

C3(T )2

n4

√
√
√
√

n2
∑

k=1

|u|2H2(τk)

=

√

C
(n)
3 (T )2 +

C3(T )2

n4
|u|H2(T )

and

‖∇u‖L2(T ) ≤ ‖∇Π(β)u‖L2(T ′) + ‖∇(u−Π(β)u)‖L2(T ′)

= ‖∇Π(β)u‖L2(T ′) +

√
√
√
√

n2
∑

k=1

‖∇(u−Π
(β)
τk u)‖2L2(τk)

≤ C
(n)
4 (T ) |Π(β)u|H2(T ′) +

C4(T )

n

√
√
√
√

n2
∑

k=1

|u−Π
(β)
τk u|2H2(τk)

≤
√

C
(n)
4 (T )2 +

C4(T )2

n2

√
√
√
√

n2
∑

k=1

(

|Π(β)
τk u|2H2(τk)

+ |u− Π
(β)
τk u|2H2(τk)

)

=

√

C
(n)
4 (T )2 +

C4(T )2

n2

√
√
√
√

n2
∑

k=1

|u|2H2(τk)

=

√

C
(n)
4 (T )2 +

C4(T )2

n2
|u|H2(T )

hold. Using Lemma 1, we can also evaluate ‖∇(u− Π(β)u)‖L2(T ′) in the first line of

the previous expression by
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‖∇(u− Π(β)u)‖L2(T ′) =

√
√
√
√

n2
∑

k=1

(

‖(u−Π
(β)
τk u)x‖2L2(τk)

+ ‖(u− Π
(β)
τk u)y‖2L2(τk)

)

≤ C2(T )

n

√
√
√
√

n2
∑

k=1

(

‖∇(u− Π
(β)
τk u)x‖2L2(τk)

+ ‖∇(u−Π
(β)
τk u)y‖2L2(τk)

)

=
C2(T )

n

√
√
√
√

n2
∑

k=1

|u− Π
(β)
τk u|2H2(τk)

.

From above evaluations, we have the following:

C1(T ) ≤
√

C
(n)
1 (T )2 +

C1(T )2

n2
, C2(T ) ≤

√

C
(n)
2 (T )2 +

C2(T )2

n2
,

C3(T ) ≤
√

C
(n)
3 (T )2 +

C3(T )2

n4
, C4(T ) ≤

√

C
(n)
4 (T )2 +

C4(T )2

n2
,

C4(T ) ≤
√

C
(n)
4 (T )2 +

C2(T )2

n2
,

which leads us to the conclusion.

This result shows that we can bound the constants C1(T ) . . . C4(T ) by means of

C
(n)
1 (T ) . . . C

(n)
4 (T ). We can compute C

(n)
1 (T ) . . . C

(n)
4 (T ) numerically and also obtain

guaranteed results via the numerical verification method.

5. Numerical results

In this section, we show the values of the upper bounds for C1(T ) . . . C4(T ) ob-
tained by Theorem 1, that ofK1(T ) . . .K4(T ) in Section 1 and that of C1(T ) . . . C4(T )

themselves. We can calculate C
(n)
1 (T ) . . . C

(n)
4 (T ) via the numerical verification method

with interval arithmetic using INTLAB, the MATLAB toolbox for the reliable com-

puting [18, 22]. Let C
(n)

1 (T ) . . . C
(n)

4 (T ) be the upper endpoints of the calculated

intervals by INTLAB, then from Theorem 1, the upper bounds for C1(T ) . . . C4(T )
are obtained as follows:

C
(n)

1 (T ) =

√

n2

n2 − 1
C

(n)

1 (T ), C
(n)

2 (T ) =

√

n2

n2 − 1
C

(n)

2 (T ),

C
(n)

3 (T ) =

√

n4

n4 − 1
C

(n)

3 (T ), C
(n)

4 (T ) =

√

n2

n2 − 1
C

(n)

4 (T ),

C
′(n)

4 (T ) =

√

C
(n)

4 (T )2 +
C

(n)

2 (T )2

n2
.
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As for C1(T ) . . . C4(T ) themselves, we cannot determine their values analytically.

Therefore, we first compute the following values for n ≤ 10:

C̃
(n)
1 (T ) = sup

u∈V 1,1(T )∩Pn\0

‖u‖L2(T )

‖∇u‖L2(T )

, C̃
(n)
2 (T ) = sup

u∈V 1,2(T )∩Pn\0

‖u‖L2(T )

‖∇u‖L2(T )

,

C̃
(n)
3 (T ) = sup

u∈V 2(T )∩Pn\0

‖u‖L2(T )

|u|H2(T )

, C̃
(n)
4 (T ) = sup

u∈V 2(T )∩Pn\0

‖∇u‖L2(T )

|u|H2(T )

,

where Pn denote the space of polynomials with degree less than or equal to n, then
apply the repeated Aitken extrapolation to obtain more accurate approximations

C̃1(T ) . . . C̃4(T ).

In the following tables, all numerical results are rounded up to seven decimal

places. Note that Ta,b, 0 ≤ a ≤ 0.5, 0 < b ≤ 1 provides all shapes of triangles and,

due to the scaling property, the relative error between the upper bounds and the

optimal values depends only on the shape of the triangle.

The numerical results show that the sharp and explicit upper bounds are obtained

by our method and the formulas introduced in Section 1. We also checked that

C
(20)

j (Ta,b) < Kj(Ta,b), j = 1, 2, 3,

C
′(20)

4 (Ta,b) < K4(Ta,b),

holds for every triangles with (a, b) = (k/100, l/100), 0 ≤ k ≤ 50, 1 ≤ l ≤ 100.

T Shape K1(T ) C
(10)

1 (T ) C
(20)

1 (T ) C̃1(T )

T0, 1
Isosceles right
triangle 0.3340766 0.3212290 0.3190436 0.3183099

T0, 1/2 0.2771024 0.2740807 0.2723761 0.2718064
T0, 1/5 0.2681080 0.2648395 0.2632425 0.2627047
T0, 1/10 0.2674398 0.2635352 0.2619488 0.2614141
T1/4, 1 0.3030136 0.2911752 0.2893022 0.2886729
T1/4, 1/2 0.2459843 0.2436090 0.2420943 0.2415907
T1/4, 1/5 0.2434617 0.2329771 0.2312917 0.2307200
T1/4, 1/10 0.2420732 0.2310303 0.2292291 0.2285833
T1/2,

√
3/2

Equilateral
triangle 0.2683033 0.2408094 0.2392551 0.2387325

T1/2, 1/2
Isosceles right
triangle 0.2362278 0.2271432 0.2255927 0.2250791

T1/2, 1/5 0.2350309 0.2150884 0.2129926 0.2122547
T1/2, 1/10 0.2327945 0.2124695 0.2100807 0.2091564

Table 1: Calculation results for C1(T ).
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6. Circumradius and C4(T )

In Section 1, we claimed that the following estimate holds for the interpolation

constant C4(T ):

C4(T ) < K4(T ) =

√

A2B2C2

16S2
− A2 +B2 + C2

30
− S2

5

(
1

A2
+

1

B2
+

1

C2

)

,

T Shape K2(T ) C
(10)

2 (T ) C
(20)

2 (T ) C̃2(T )

T0, 1
Isosceles right
triangle 0.2417625 0.2396039 0.2381772 0.2377024

T0, 1/2 0.2001158 0.1998408 0.1985657 0.1981418
T0, 1/5 0.1931751 0.1916921 0.1904436 0.1900288
T0, 1/10 0.1926085 0.1906412 0.1893972 0.1889838
T1/4, 1 0.2197865 0.2177021 0.2164124 0.2159829
T1/4, 1/2 0.1779313 0.1782025 0.1770818 0.1767091
T1/4, 1/5 0.1753980 0.1720157 0.1709011 0.1705287
T1/4, 1/10 0.1743207 0.1711858 0.1700506 0.1696660
T1/2,

√
3/2

Equilateral
triangle 0.1948780 0.1906371 0.1895418 0.1891770

T1/2, 1/2
Isosceles right
triangle 0.1709519 0.1694255 0.1684167 0.1680810

T1/2, 1/5 0.1693067 0.1645693 0.1635627 0.1632276
T1/2, 1/10 0.1676363 0.1638830 0.1628606 0.1625187

Table 2: Calculation results for C2(T ).

T Shape K3(T ) C
(10)

3 (T ) C
(20)

3 (T ) C̃3(T )

T0, 1
Isosceles right
triangle 0.1702674 0.1684446 0.1675538 0.1672540

T0, 1/2 0.1184266 0.1180690 0.1175455 0.1173699
T0, 1/5 0.1107396 0.1096648 0.1092458 0.1091056
T0, 1/10 0.1099925 0.1087203 0.1083189 0.1081843
T1/4, 1 0.1487598 0.1464850 0.1458512 0.1456392
T1/4, 1/2 0.0950296 0.0946780 0.0942616 0.0941222
T1/4, 1/5 0.0855113 0.0849795 0.0844707 0.0842867
T1/4, 1/10 0.0843545 0.0837111 0.0831606 0.0829448
T1/2,

√
3/2

Equilateral
triangle 0.1201799 0.1177043 0.1172419 0.1170872

T1/2, 1/2
Isosceles right
triangle 0.0851337 0.0842223 0.0837769 0.0836270

T1/2, 1/5 0.0732579 0.0727068 0.0719786 0.0716964
T1/2, 1/10 0.0715702 0.0710650 0.0702398 0.0698864

Table 3: Calculation results for C3(T ).
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T Shape K4(T ) C
(10)

4 (T ) C
′(10)

4 (T ) C
′(20)

4 (T ) C̃4(T )

T0, 1
Isosceles right
triangle 0.4915961 0.4912760 0.4894003 0.4888906 0.4887225

T0, 1/2 0.3958115 0.3827571 0.3813624 0.3809004 0.3807482
T0, 1/5 0.3697886 0.3384254 0.3372742 0.3367584 0.3365883
T0, 1/10 0.3662945 0.3297106 0.3286114 0.3280661 0.3278854
T1/4, 1 0.4063828 0.3983769 0.3969774 0.3964682 0.3963006
T1/4, 1/2 0.3393941 0.3273684 0.3262146 0.3257826 0.3256403
T1/4, 1/5 0.5516444 0.5415574 0.5391173 0.5389133 0.5388452
T1/4, 1/10 0.9871946 0.9796800 0.9749196 0.9748225 0.9747889
T1/2,

√
3/2

Equilateral
triangle 0.3476109 0.3200270 0.3189930 0.3185477 0.3184013

T1/2, 1/2
Isosceles right
triangle 0.3476109 0.3473846 0.3460583 0.3456979 0.3455790

T1/2, 1/5 0.6761400 0.6663349 0.6631990 0.6630533 0.6630043
T1/2, 1/10 1.2786662 1.2752049 1.2689187 1.2688525 1.2688286

Table 4: Calculation results for C4(T ).

where A,B,C are the edge lengths of triangle T and S is the area of T . Since the

circumradius of T is given by

R(T ) =
ABC

4S
,

we have the estimation

C4(T ) < R(T ).

This fact is full of interesting suggestions for the error analysis in the Finite Element

Method. See [9, 10] for the details.

7. Conclusion

We present a simple method to obtain sharp upper bounds for the interpolation

error constants over the given triangular elements. These constants are important

for analysis of interpolation error and especially for the error analysis in the Finite

Element Method. Guaranteed upper bounds for these constants are obtained via the

numerical verification method. Furthermore, we introduce remarkable formulas for

the upper bounds of these constants. By the method explained in this paper, we can

only prove these formulas for the given triangles. However, using some continuation

techniques and asymptotic analysis, we are able to extend our results to the general

cases. We will show the general proof in a forthcoming publication.
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1. A brief historical survey

A classic problem in mathematics has been to solve polynomial equations with

rational coefficients in terms of its coefficients by means of the operations +, −, ·, : ,
and n

√· (this is the radical symbol and involves taking nth roots). For example, we

can solve the quadratic equation

ax2 + bx+ c = 0, a, b, c ∈ R, a 6= 0,

by the well-known quadratic formula

x =
−b±

√
b2 − 4ac

2a
. (1)

In the early to mid-1500s, solutions to the cubic and quartic equations by means

of radicals were given by the Italian mathematicians Scipione del Ferro, Niccolo

Tartaglia, Antonio Fiore, Gerolamo Cardano, and Lodovico Ferrari. In 1545, Car-

dano published an account of solutions of cubic and quartic equations by radicals in
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Ars Magna [4]. By a suitable linear transfomation any cubic polynomial equation

with real coefficients can be reduced to the form

x3 + bx+ c = 0,

for which Cardano proposed the following solution

x =
3

√

− c

2
+

√
( c

2

)2

+
( b

3

)3

− 3

√

c

2
+

√
( c

2

)2

+
( b

3

)3

.

For instance, the equation

x3 + 9x− 26 = 0

implies that

x =
3

√

13 +
√
132 + 33 − 3

√

−13 +
√
196 =

3
√
27− 3

√
1 = 2,

and thus this root can be separated:

x3 + 9x− 26 = (x− 2)(x2 + 2x+ 13) = 0.

By (1), the remaining two roots are x = 1± i2
√
3.

Note that by a sophisticated transformation the solution of a quartic polynomial

equation can be reduced to the solution of a cubic polynomial equation (see [13, p. 42]).

For centuries, it was an open question whether there existed a solution to the

general quintic (fifth degree) equation by radicals. This question was settled in the

negative by the Norwegian mathematician Niels Henrik Abel in 1824 (see [1, 2, 3]).

In this paper, we show that the equation

f(x) = 2x5 − 10x+ 5 = 0 (2)

is not solvable by radicals [8].

We note that the derivative f ′(x) = 10x4 − 10 has exactly two real roots ±1.

Moreover, f ′′(x) = 40x3 and the second derivative test of elementary calculus shows

that f has one positive relative maximum at x = −1, one negative relative minimum

at x = 1, and one point of inflection at x = 0. It is clear that the polynomial f has

exactly three real zeros (cf. Fig. 1). Since its coefficients are real, we also see that

f has exactly two imaginary zeros which are complex conjugates of each other.

2. Galois theory

We will show that equation (2) is not solvable by radicals by the use of Galois

theory, named after the French mathematician Evariste Galois. In 1830, Galois

wrote a groundbreaking paper [5] (see also [6]) that gave a criterion for determining

whether any polynomial f of degree n with rational coefficients is solvable by radicals.
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Figure 1: Graph of y = f(x) = 2x5 − 10x+ 5.

This criterion involves the Galois group G which is a group of permutations on the

n roots of the polynomial f . Recall by the fundamental theorem of algebra that any

polynomial of degree n has n roots over the complex numbers C. Each element of the

Galois group G transforms any valid polynomial equation with rational coefficients

involving the roots of f into another valid equation involving these roots.

Let us take an example. Consider the polynomial equation

p(x) = x4 − 4x− 5 = (x2 + 1)(x2 − 5) = 0. (3)

There are four zeros: x ∈ {±i,±
√
5}. It is clear that they form two natural pairs:

i and −i go together and so do
√
5 and −

√
5. Indeed, it is impossible to distinguish i

from −i and
√
5 from −

√
5 in the following sense. Write down any polynomial

equation with rational coefficients that is satisfied by some selection from the four

zeros. If we let

α = i, β = −i, γ =
√
5, δ = −

√
5,

then such equations include

α2 + 1 = 0, α + β = 0, δ2 − 5 = 0, γ + δ = 0, αγ − βδ = 0, (4)

and so on. There are infinitely many valid equations of this kind. If we take any

valid equation connecting α, β, γ, and δ and interchange α and β, we again get
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a valid equation. The same is true if we interchange γ and δ. For example, the

above equations lead by this process to

β2 + 1 = 0, β + α = 0, γ2 − 5 = 0, δ + γ = 0, βγ − αδ = 0,

αδ − βγ = 0, βδ − αγ = 0,

and all of these are true. On the other hand, if we interchange α and γ, the second

equation in (4) leads to the equation γ + β = 0, which is false.

The operations we are using are permutations of the zeros α, β, γ, and δ and

thus are elements of S4, which includes all 4! = 24 possible permutations of the four

symbols α, β, γ, and δ. In fact, in the usual permutation notation, the interchange

of α and β is

R =

(
α β γ δ
β α γ δ

)

and that of γ and δ is

S =

(
α β γ δ
α β δ γ

)

.

If these two permutations transform valid equations into valid equations, then so

does the permutation obtained by performing them both in turn, which is

T =

(
α β γ δ
β α δ γ

)

.

There is, of course, one other permutation with this property of preserving all valid

equations, namely the identity permutation

I =

(
α β γ δ
α β γ δ

)

.

One can check that only these four permutations in S4 preserve valid equations, while

the other twenty permutations in S4 can turn a valid equation into a false equation.

We can write permutations as products of disjoint cycles. Thus, using cycle notation,

we can rewrite R, S, T , and I as

R = (αβ)(γ)(δ),

S = (γδ)(α)(β),

T = (αβ)(γδ),

I = (α)(β)(γ)(δ).

Note that the permutations R, S, T , and I form a subgroup of S4 under the

operation of composition of permutations. Then we call

G = {I, R, S, T}

the Galois group of the equation (3).
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3. Application of Galois theory to the quintic polynomials

We use the following facts from Galois theory (see [8, pp. 371–398] or [14]) to show

that the equation (2) is not solvable in radicals. Note that the quintic equation (2)

has 5 roots in C and thus its Galois group is a subgroup of S5 with 5! = 120 elements.

(A) A quintic polynomial equation with rational coefficients is not solvable by

radicals if its Galois group G is equal to S5.

(B) If a polynomial with rational coefficients has degree n and is irreducible over

the rationals, then the order of its Galois group G is divisible by n.

(C) By Cauchy’s Theorem, if the order of a finite group is divisible by a prime p,
then it has an element of order p.

(D) Let p be a prime. Then any element of order p in Sp is a p-cycle.

(E) By Eisenstein’s Criterion, the polynomial

f(x) = anx
n + an−1x

n−1 + · · ·+ a1x+ a0

with integer coefficients is irreducible over the rationals if there exists a prime p such

that p does not divide an, p divides each of an−1, an−2, . . . , a1, a0, and p2 does not

divide a0.

(F) Let f be a polynomial of degree n with rational coefficients. Suppose that

exactly n− 2 of the roots of f are real and the other two roots are imaginary. Let r1
and r2 be the two imaginary roots. Then r1 and r2 are complex conjugates of each

other and the Galois group G of f contains the two-cycle (r1r2)(r3)(r4) . . . (rn). This
mapping corresponds to complex conjugation which takes imaginary roots into their

complex conjugate and leaves real roots fixed.

(G) Let f be a polynomial of prime degree p with rational coefficients. If the

Galois group G of f contains both a p-cycle and a 2-cycle, then G = Sp.

Theorem. The polynomial equation (2) is not solvable by radicals.

Proof. Let G be the Galois group of f . We will show that G = S5. It will then

follow by (A) that the equation f(x) = 0 is not solvable by radicals. By Fig. 1 and

our earlier discussion, f has exactly three real roots and two imaginary roots r1 and
r2 which are complex conjugates of each other. By Eisenstein’s Criterion (E) with

p = 5, we find that f is irreducible over the rationals. It follows by (B) that the

order of G is divisible by 5. Since 5 is prime, we see by Cauchy’s Theorem (C), that

G has an element of order 5. Then by (D), we get that G contains a 5-cycle. By (F),

G contains the 2-cycle (r1r2)(r3)(r4) . . . (rn). It now follows by (G) that the Galois

group G = S5. Hence, the equation (2) is not solvable by radicals. �
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4. Conclusions

For a popular account of Galois theory, see [11]. It can be shown that for any

n ≥ 5 there exists a polynomial equation of degree n which is not solvable by radicals.

This follows from Galois’ Theorem which states: The alternating group An is simple

for n ≥ 5 (see [10, p. 311]). Therefore, higher order polynonomial equations are

usually solved by approximate methods (numerical, statistical, etc.). For example,

the Lehmer-Schur method produces guaranteed error estimates, i.e., we can find

arbitrarily small circles in the complex plane containing all roots of any polynomial

(see [12]).

Note that the general quintic equation with rational coefficients can also be solved

algebraically by other means than the use of radicals. Suppose that for any real

number a we define the ultraradical ∗

√
a to be the real zero of x5 + x − a. It was

shown by Erland Samuel Bring in 1796 and by George Birch Jerrard in 1852 (see [9])

that the quintic equation can be solved by the use of radicals and ultraradicals.

In 1858, Charles Hermite [7] proved that the quintic equation can be solved in terms

of elliptic modular functions.
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1. Introduction

The finite element method (FEM) is among the most popular, if not the single
most popular numerical method for the solution of partial differential equations.
The theory and practice of the FEM has a long and rich history. One of the main
questions is, of course, “when does it work”. Specifically, for piecewise linear FEM,
we ask when does the FEM have optimal O(h) convergence in the H1(Ω)-norm.
It was believed that the so-called maximum angle condition is a sufficient as well
as necessary condition for O(h) convergence. While the first is true, cf. [1, 2], the
maximum angle condition is not necessary for O(h) convergence, as was recently
shown in [2] by a simple argument.

While the author believes that we are still far away from formulating a necessary
and also sufficient condition for O(h) convergence, in this short note we present some
ideas and observations related to this question.

In Section 2.1, we investigate the refinement procedure from [2], where maximum
angle condition satisfying triangulations are arbitrarily subdivided to obtain maxi-
mum angle violating triangulations with O(h) convergence. We show that by such
refinement, one cannot obtain triangulations containing only degenerate elements.
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In Section 2.2, we review the only known counterexample of Babuška and Aziz [1],
which together with the results of Section 2.1 leads to formulating a hypothesis on
a necessary condition for O(h) convergence. Namely, we hypothesize that elements
satisfying the maximum angle condition must be “dense” in Ω.

We are unable to prove the presented hypothesis, in fact as far as the author
knows, no nontrivial necessary condition is known in the literature. In Section 3, we
present a simple connection between the question of FEM convergence and differ-
ential geometry, which could possibly give alternative insight into these and related
questions of FEM convergence.

2. A hypothesis on a necessary condition for O(h) convergence

We treat the following problem: Find u : Ω ⊂ R2 → R such that

−∆u = f, u|∂Ω = 0, (1)

where Ω is a bounded polygonal domain with a Lipschitz boundary and f ∈ L2(Ω).
Defining V = H1

0 (Ω) and the associated bilinear form a(u, v) =
∫

Ω
∇u · ∇v dx, the

corresponding weak form of (1) reads: Find u ∈ V such that

a(u, v) = (f, v) ∀v ∈ V.

The finite element method constructs a sequence of spaces {Vh}h∈(0,h0) on conform-
ing triangulations {Th}h∈(0,h0) of Ω, where Vh ⊂ V consists of globally continuous
piecewise linear functions on Th. The FEM formulation then reads: Find uh ∈ Vh
such that

a(uh, vh) = (f, vh) ∀vh ∈ Vh.

Denoting h as the maximal diameter of all elements K in Th, the natural measure
of convergence of uh to u is estimation by powers of h. Specifically, in the energy
norm of (1), we obtain at most O(h) convergence if u ∈ H2(Ω), i.e.

|u− uh|H1(Ω) ≤ C(u)h ∀u ∈ H2(Ω) ∩ V, (2)

where the constant C(u) is typically written in the form C|u|H2(Ω). The question is,
when can such a result be proved. Currently, the most general sufficient condition
known for (2) is the maximum angle condition:

Definition 1. A system of triangulations {Th}h∈(0,h0), h0 > 0 satisfies the maximum
angle condition, if there exists α < π such that all angles in all triangles K ∈ Th are
less than α for all h ∈ (0, h0).

Recently it was shown that the maximum angle condition is not necessary for
O(h) convergence. In [2], triangulations Th satisfying Definition 1 are refined by

subdividing each triangle K ∈ Th arbitrarily, thus obtaining new triangulations T̃h.
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Since Th satisfies Definition 1 and T̃h is a refinement of Th, then since Th allows
O(h) convergence, so must T̃h by Céa’s lemma.

The natural question arises, how far can one take these refinements. For example,
taking Th satisfying the maximum angle condition, can one construct T̃h such that
the maximal angles of all triangles are arbitrarily close to π? We answer this question
negatively in the following section.

2.1. Mesh subdivisions

In the following, we will need to distinguish between triangles K ∈ Th “satisfying”
and “violating” the maximum angle condition. Of course, this depends on the choice
of α in Definition 1. For this purpose, we fix some α arbitrarily close to π. We will call
K with maximum angle larger than α degenerate and non-degenerate otherwise. This
terminology is clear: if {Th}h∈(0,h0) violates Definition 1, than there exist triangles K
in some Th such that their maximum angle is arbitrarily close to π. Hence Definition 1
is violated for any choice of α. Therefore, in the end, the “maximum angle violating”
property is independent of the specific choice of α.

Definition 2. Let α ∈ (0, π) be close to π. A triangle K ∈ Th is called degenerate,
if the maximum angle in K is > α. Otherwise, K is called non-degenerate.

Now we show that a non-degenerate triangle K cannot be cut into degenerate
triangles only. Hence the construction from [2] cannot give triangulations containing
only degenerate triangles.

Lemma 1. Let α ∈ (2
3
π, π). Let K be a triangle with all angles less than α. Then

there does not exist a finite conforming partition of K into triangles which all contain
an angle greater than or equal to α.

Proof. Assume on the contrary that such a partition P exists. Let t = number of
triangles in P , vI = number of vertices of P contained in the interior of K and vB =
number of vertices of P lying on ∂K.

On one hand, the sum of all angles in P is πt. On the other hand, the same
sum can be calculated by summing all angles surrounding all interior, boundary and
corner vertices in P . Thus we get

πt = 2πvI + πvB + π,

which simplifies to the Euler-type identity

t = 2vI + vB + 1. (3)

Now, we calculate the number of angles in P that are greater than or equal to
α. On one hand, we obtain t, since each triangle in P contains exactly one such
angle. On the other hand, since α > 2

3
π, each interior vertex of P can be the vertex
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of (at most) two such angles. Similarly, each boundary vertex can be the vertex of
(at most) one such angle and the corner vertices of T are all < α. Thus

t ≤ 2vI + vB. (4)

Substituting (3) into (4), we get 1 ≤ 0, which is a contradiction.

Lemma 1 can be interpreted informally in the following way: A non-degenerate
triangle cannot be cut into degenerate triangles only, one always has at least one
non-degenerate triangle in the resulting partition.

In [2], triangulations violating the maximum angle condition but possessing the
O(h) convergence property are constructed by taking a system of triangulations sat-
isfying the maximum angle condition and subdividing each of its triangles arbitrarily.
However, Lemma 1 states that each of these subdivided triangles K contains a tri-
angle K̃ satisfying the same maximum angle condition as K. Therefore, using this
procedure, one cannot produce large regions of degenerate triangles in the following
sense.

Definition 3. We say that the set of non-degenerate triangles is dense in {Th}h∈(0,h0),

if for all x ∈ Ω and all neighbourhoods U ∈ O(x) there exists h̃ ∈ (0, h0) such that
for all h ∈ (0, h̃) there exists a non-degenerate K ∈ Th such that K ⊂ U .

Now we will prove the main result, that using the procedure of [2], one can obtain
only triangulations, where the set of non-degenerate triangles is dense in the sense
of Definition 3. In particular, one cannot obtain triangulations with only degenerate
triangles by subdividing triangulations satisfying the maximum angle condition.

Theorem 2. Let {Th}h∈(0,h0) satisfy the maximum angle condition. Let {T̃h}h∈(0,h0)

be a set of conforming triangulations of Ω obtained from {Th}h∈(0,h0) by subdividing
each triangle in each Th into a finite number of triangles. Then non-degenerate
triangles are dense in {T̃h}h∈(0,h0).

Proof. Choose x ∈ Ω and U ∈ O(x). Then for sufficiently small h̃, for each Th,

h ∈ (0, h̃) there exists K ∈ Th such that K ⊂ U . Since T̃h is obtained from Th by
subdividing each triangle, by Theorem 1 the partition of K must contain a non-
degenerate triangle K̃. Since K ⊂ U , then also K̃ ⊂ U , hence the set of non-
degenerate triangles is dense in {T̃h}h∈(0,h0).

2.2. The Babuška-Aziz counterexample

As far as the author is aware of, there exists only one counterexample to O(h) con-
vergence of the finite element method. This is the counterexample of Babuška and
Aziz [1], further refined in [4]. The counterexample consists of a series of triangula-
tions Tm,n of the unit square, where m and 2n denote the number of intervals into
which the horizontal and vertical sides of the unit square are divided, cf. Figure 1.
On these triangulations, the piecewise linear FEM is used to discretize Poisson’s
problem with the exact solution 1

2
x(1 − x). While the original paper [1] uses this
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Figure 1: Babuška-Aziz triangulation T3,9 of the unit square

problem only to provide a counterexample to O(h) convergence, in [4] a more de-
tailed analysis is carried out and the error of the discrete solution um,n is shown to
satisfy

‖u− um,n‖H1(Ω) ≈ min{1,m/n2}. (5)

In Tm,n, the maximal edge length satisfies h = 1/m. Estimate (5) means that if the
maximal condition is violated, i.e. n → ∞ faster than m, then O(h) convergence
does not hold.

In the Babuška-Aziz counterexample, if all triangles (except the few triangles near
the vertical boundaries) violate the maximal angle condition, then we lose O(h) con-
vergence. Therefore, in this counterexample, large open subsets of Ω containing
only degenerate triangles destroy O(h) convergence. In general, if another system
of triangulations Th coincided with Tm,n on a fixed open subset of Ω, then Th would
also not admit O(h) convergence. Of course, Tm,n are highly structured, even peri-
odic, and therefore represent only one possibility of triangulations containing only
degenerate triangles. Theorem 2 states that such triangulations cannot be obtained
by subdivision. Therefore, based on these considerations, we state the following
hypothesis, which says that the result of Theorem 2 is a necessary condition for
O(h) convergence.

Hypothesis. Let {Th}h∈(0,h0) be a system of triangulations and uh ∈ Vh the corre-
sponding discrete solutions. If |u − uh|H1(Ω) ≤ C(u)h for all u ∈ H2(Ω), or some
dense subset thereof, then triangles satisfying the maximum angle condition (non-
degenerate triangles) are dense in {Th}h∈(0,h0) in the sense of Definition 3.

The strategy how to prove this hypothesis is as follows: show that triangulations
similar to Tm,n violate O(h) convergence. Here “similar” means that Th should
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contain only degenerate triangles (up to perhaps a few adjoining the boundary).
However, for such general triangulation, we lack the simple structure of Tm,n, which
is an essential ingredient in the proofs presented in [1, 4].

3. Relation to differential geometry

The Babuška-Aziz counterexample is the only known counterexample to finite
element convergence to date. Moreover, it is interesting that this counterexample
coincides with a classical counterexample from the early stages of development of
measure theory, the so-called Schwarz lantern [5]. The purpose of Schwarz’s coun-
terexample is to show that even for smooth surfaces, surface area cannot be defined
as the limit of areas of approximating polyhedral surfaces. In fact, in Schwarz’s
counterexample, the surface areas of the approximating polyhedral surfaces tend to
infinity, although the limit surface (in the Hausdorff metric) has finite surface area.
This surprised the contemporary mathematical community, since this limit definition
was standardly used, based on a flawed analogy with curve length.

Since two different areas of mathematics share the same counterexample, it is
natural to ask whether there is some connection. Unsurprisingly, this is the case.
The purpose of this section is to point out this connection and that this opens
the door to obtain a different insight into the convergence of FEM via differential
geometry and measure theory.

Definition 4. Let Ω ⊂ R2 and v : Ω→ R. Then the graph of v is defined as

graph(v) = {(x, y, z) ∈ R3 : z = v(x, y) for (x, y) ∈ Ω}.

In the following theorem, we show that FEM convergence implies convergence of
surface areas of the corresponding graphs. By A(v), we denote the surface area of
graph(v) of a function v : Ω→ R, if it is well defined.

Theorem 3. Let u ∈ H2(Ω) and uh ∈ Vh for h ∈ (0, h0). If uh → u in H1(Ω) as
h→ 0, then for a subsequence, graph(uhn)→ graph(u) in the Hausdorff metric and
A(uhn)→ A(u).

Proof. Since H2(Ω), Vh ⊂ C(Ω̄), then u, uh ∈ C(Ω̄). Since uh → u in H1(Ω), also
uh → u in L2(Ω). Therefore there exists a subsequence uhn converging to u pointwise
almost everywhere in Ω. Since u, uhn ⊂ C(Ω̄), we have uhn → u uniformly in Ω. By
the definition of the Hausdorff metric and uniform convergence, we immediately have
graph(uhn)→ graph(u) in the Hausdorff metric.

It remains to prove the convergence of surface areas. For a function v ∈ H1(Ω),
the area of graph(v) is given by

A(v) =

∫
Ω

√
1 +

(
∂v
∂x

)2
+
(
∂v
∂y

)2
d(x, y).
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Therefore,

∣∣A(u)− A(v)
∣∣ ≤ ∫

Ω

∣∣∣√1 +
(
∂u
∂x

)2
+
(
∂u
∂y

)2 −
√

1 +
(
∂v
∂x

)2
+
(
∂v
∂y

)2
∣∣∣d(x, y). (6)

Using the easily verifiable inequality |
√

1 + a2 + b2−
√

1 + c2 + d2| ≤ |a− c|+ |b− d|
for all a, b, c, d ∈ R, we obtain

∣∣A(u)− A(v)
∣∣ ≤ ∫

Ω

(∣∣∂u
∂x
− ∂v

∂x

∣∣+
∣∣∂u
∂y
− ∂v

∂y

∣∣)d(x, y) ≤
√

2|Ω|1/2|u− v|H1(Ω) (7)

by Hölder’s inequality. Therefore, uhn → u in H1(Ω) implies A(uhn)→ A(u).

Theorem 3 thus establishes a simple connection to the theory of approximation
of surface area. Similar questions have been dealt with in the past decade in the
field of discrete differential geometry. The question is, how do classical differential-
geometric objects defined on polygonal (polyhedral) surfaces converge to those of the
limit surface. In the case of Theorem 3, we are interested in results of the following
type:

Theorem 4 ([3]). If a sequence of polyhedral surfaces {Mn} converges to a smooth
surface M in the Hausdorff metric, then the following conditions are equivalent:

convergence of area,

convergence of normal fields,

convergence of metric tensors,

convergence of Laplace-Beltrami operators.

Here convergence is always meant in the L∞-sense for the corresponding term.

Theorems 3 and 4 yield a potential strategy for proving necessary conditions
for FEM convergence. In the context of discrete differential geometry, the problem
can be attacked from other points of view using different techniques than usual in
the FEM community. We note that in [3], the theory used to prove Theorem 4 is
used also to investigate convergence of other objects such as geodesics and mean
curvature vectors. Unfortunately, it seems that there are no suitable more general
results directly applicable to the convergence of FEM in existing discrete differential
literature, although the analogy of the minimum angle condition is known in the
community.
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Žitná 25, 1115 67 Praha 1, Czech Republic

kus@math.cas.cz

Abstract: In this contribution, higher-order finite element method is used
for the solution of reaction-diffusion equation with Turing instability. Some
aspects concerning convergence of the method for this particular problem are
discussed. Our numerical tests confirm the convergence of the method, but for
some very special choices of parameters, this convergence has very uncommon
properties.

Keywords: convergence, finite element method, Turing instability, reaction-
diffusion

MSC: 65N30, 35K57

1. Introduction

In this contribution we investigate convergence of higher-order finite element
method for a reaction-diffusion problem exhibiting the Turing instability. The mo-
tivation of this work is to investigate convergence properties. There is not enough
theoretical results regarding convergence theory for this particular application, so
we try to observe some properties by performing numerical tests. We are interested
in steady-state solutions only, which makes numerical experiments rather time de-
manding, since a lot of time steps have to be done before the steady-state solution is
reached. It is known, that different initial conditions might lead to different steady
states. Our interest is to investigate how the choice of finite element mesh and poly-
nomial order influences the resulting steady state. In other words, we are interested
in stability of the calculation with respect to choice of finite element approximation.

We are aware of the fact, that the selected method is not the most efficient for
the given geometry and equation. There are different methods, which are able to
exploit the square geometry such as FFT-based approach (used in [6]) or multigrid
method, which is used to solve a similar problem in [4]. Our main interest is, however,
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in testing the performance of higher-order FEM and we use this problem as a test
example with certain unpleasant properties.

2. Turing instability

Reaction-diffusion equations are studied in various contexts. Our motivation is
the study of systems exhibiting the Turing instability. In many applications, the
equations describe an interaction of activator u and inhibitor v, see [5] for more
motivation and explanations and [2] for more analysis and interesting applications.
The investigated problem is the following:

∂u

∂t
= Dδ4u+ αu+ v − r2uv − αr3uv

2,

∂v

∂t
= δ4v + γu+ βv + r2uv + αr3uv

2. (1)

We will consider square domain Ω = [0, 200]2 and homogeneous Neumann boundary
conditions for both u and v. As in the work [5], we will use the following coefficients,
which are selected in such a way, that the Turing (“diffusion driven”) instability
leads to formation of patterns in the steady-state solution:

α = γ = 0.899, β = −0.91, D = 0.45, r2 = 2, r3 = 3.5. (2)

Parameters are fine-tuned in such a way, that Turing patterns develop, as can be
seen in Fig. 1.

We will consider different values of scaling parameter δ, which can be viewed
either as a ratio between the strength of diffusion and reaction or as a measure of
the domain size. This choice will affect the appearance of the steady-state solution,
as can be seen in Fig. 2.

Figure 1: Left: initial condition used for all following calculations. Middle and right:
two intermediate time steps for the value δ = 24. The corresponding steady-state
solution is in Fig. 2 in the middle.
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Figure 2: Steady state solutions for the value δ = 96, 24 and 6, respectively.

3. Discretization

In this contribution, we will not explore more sophisticated time discretization
schemes of higher order or adaptive choice of the time step length (as it is done in,
e.g., [3]). We will use standard Crank-Nicolson method of second order with time
levels tn and fixed time step dt = tn+1− tn. Moreover, nonlinear terms of (1) will be
treated explicitly. After the time semi-discretization, we obtain

un+1 − un

dt
=

1

2
(Dδ4un+1 + αun+1 + vn+1 +Dδ4un + αun + vn) (3)

−r2u
nvn − αr3u

n(vn)2,

vn+1 − vn

dt
=

1

2
(δ4vn+1 + γun+1 + βvn+1 + δ4vn + γun + βvn)

+r2u
nvn + αr3u

n(vn)2,

where un and vn are solutions at time tn. The space discretization of the resulting
system is done in the usual finite element way. In this contribution we use only
structured meshes with square elements with the same size and order in one mesh.
We use different element sizes for different meshes and polynomial orders 1 to 4.

We are interested only in resulting steady-state solutions. We consider a solution
to be steady-state, when the relative norm of difference of solutions in two consecutive
time steps is below a prescribed tolerance 10−12. As we have already stated, for
a considered setting with fixed parameters, multiple steady state solutions can be
found. The trivial solution u = v = 0 is always present. Apart from that, several
nontrivial solutions can be found, depending on selected initial condition. These
solutions might be qualitatively similar (exhibit the same pattern), but, in the sense
of a mathematical function, they are completely different. For the considered setting,
most initial conditions lead to steady-state solutions containing dots with similar sizes
distributed in similar distances. The exact position and even amount of dots may,
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however, be completely different (even when symmetries are taken into account), see,
e.g., [6]. For the rest of this contribution, we will use the following initial condition:

uI =

(
1− |x− 125|

25

)(
1− |y − 125|

25

)
for (x, y) ∈ [100, 150]2, (4)

uI = 0 otherwise. It is a piece-wise bilinear “hat”, as can be seen in the left panel of
Fig. 1. This function is contained in all finite element spaces used in this contribution,
so there are no errors caused by inexact projection of the initial condition.

Practical implementation of the problem has been done using the deal.II library
(see, e.g., [1]), which simplifies the use of higher-order basis functions. The temporal
discretization has been done by hand inside the weak formulation (Rothe’s method).
A sparse direct linear solver has been used. Since the nonlinear part is discretized
explicitly, calculations in all time steps have the same matrix, which can be factorized
at the beginning. Thus, in each time step, only back substitution has to be performed.
Even though, the calculations are very time-demanding, since many time steps have
to be performed to obtain steady-state solution. We use constant time step dt = 0.5
and run the calculation until the relative norm of the difference of two consecutive
solutions is below a prescribed tolerance 10−12. The number of iterations depends on
mesh, element order and parameter setting, but might exceed 50 000. Higher-order
temporal discretization scheme and adaptive choice of time step could improve the
situation, but it is not considered in this study. As can be seen from Fig. 3, steady
state solutions for given value of δ converge as element size decreases and the number
of degrees of freedom increases. This is the case for most (but not all) values of δ,
as will be discussed later in the text.
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Figure 3: Convergence of FEM solutions for meshes with decreasing element sizes
(and thus increasing number of degrees of freedom). The relative norm of difference
from the solution on the finest mesh is shown. Results for the value δ = 24.

143



4. Dependence on parameter δ

Interesting results can be obtained, when the value of the parameter δ is changed
with small step. We performed series of calculations with gradually increasing δ,
first and last such obtained steady-state solutions are depicted in left and right panel
of Fig. 2. Most of the time, continuous dependence of the steady state solution on δ
can be observed. Roughly speaking, we can observe that individual dots are getting
smaller and their position is changing slowly. At some points, however, there is
a bifurcation and a completely different solution is obtained with different number of
dots in completely different positions. Many such bifurcations can be seen in Fig. 4,
where each peak corresponds to big difference between two consecutive solutions with
only slightly different value of δ. A detailed example of one such situation is given
in Fig. 5. We remind that the same initial condition (4) is used for all calculations.

Let us now focus more closely on behavior of the solution close to the bifurcation
points, where one solution changes to another one. We would like to investigate
how this transition occurs, especially with respect to different meshes or polynomial
orders. For simplicity, we will (in this contribution) focus only on transition between
solutions shown in Fig. 5. For a given mesh, we use interval halving method to esti-
mate the value of the bifurcation point. We do the following series of calculation. At
the beginning, we set δ1

B = 78, δ2
B = 79. Than, at each step, we set δB = (δ1

B + δ2
B)/2

and find the corresponding steady state solution uδB . Then we compare norms of
differences of solutions and set δ1

B := δB if ||uδ1B − uδB || < ||uδ2B − uδB ||, or δ2
B := δB

otherwise. This process is repeated until δ2
B − δ1

B is sufficiently small (10−6 in our
case). Throughout the whole process, solutions uδ1B and uδ2B are very different, since
there is sharp jump between different types of solutions. Originally we thought, that
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Figure 4: Relative difference of consecutive solutions in a series of calculations with
increasing δ. The step ∆δ by which δ is increased is approximately ∆δ/δ = 0.006.
The right-most peak corresponds to the situation from Fig. 5.
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Figure 5: Steady states for value δ = 96, 78.76 and 78.2, respectively. Even though
the difference in parameter is much bigger between first and second value, corre-
sponding solutions are hard to distinguish. The solution for slightly reduced δ is
very different (right). This jump corresponds to the right-most peak in Fig. 4.

Figure 6: Steady states obtained on some meshes for δ = δB. These solutions form
transition between two types of solutions observed in Fig. 5 and were not observed
as peaks in Fig. 4, since the step of change of parameter δ was too large.

this value is the point of transition between solutions from Fig. 5. It turned out,
however, that there are (at least) two more solutions obtained numerically (shown
in Fig. 6). Values of δB obtained by this algorithm for a sequence of consecutively
refined meshes can be seen in Fig. 7.

5. Convergence for fixed δ near bifurcation

In the previous section we described dependence of the solution on δ and discussed
its behavior close to a bifurcation point. We have seen that this behavior depends on
used FEM mesh and polynomial order. This brings us to a natural question, which
is the main interest of this contribution. How will this behavior affect convergence
of the method close to the bifurcation point δB?
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Figure 7: Bifurcation value δB for a sequence of consecutively refined meshes. Differ-
ences from the “limit” value δlB obtained on the finest mesh are shown. Error in δB
is less then 10−6, which is sufficiently small compared to differences between values
of δB for different meshes.

We performed series of calculations with fixed value δ = 78.500126 (which is the
“limit” value δlB found by interval halving for finite elements of order 4, see Fig. 7)
and with variable number of elements in the mesh. First of all, we found 2 more
types of steady state solutions (shown in Fig. 6), distinguished from data presented
in Fig. 4. Those new solutions form transition between solutions shown in Fig. 5,
which are more “stable” in a sense that they are obtained for δ from a relatively
large interval on all used meshes. This is not the case of “transition” solutions from
Fig. 6. Another irregularity is the loss of symmetry with respect to line y = x, which
is present in the initial condition and in all previously observed solutions. These two
solutions, however, differ by symmetry with respect to the same axis. The question
thus rises whether they really are solutions of the continuous system, or whether
they are artificially created by discretization and roundoff errors.

The convergence process can be seen in Table 1. We can observe oscillations
rather than smooth convergence. Each of the approximate solutions obtained on
meshes with decreasing element size is approaching one of the four “types” of solu-
tions, which are shown in Figs. 5 and 6. We denote them A, B, C and D, respectively.
We do not claim that this means that the method does not converge as h → 0. It
may happen, however, that for h in the range given by capabilities of our computer,
we are not able to determine, which of the completely different solutions that we are
obtaining for different values of h is close to the exact solution for the given δ.
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n : 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80
order 3 A B A B A B C B C B C B C B D B C
order 4 A C D C C D D D C C D C D D

Table 1: Types of solutions, obtained by calculation with δ = 78.500126. As A and B
we denote solutions from Fig. 5, as C and D solutions from Fig. 6, respectively.
Calculations for polynomial orders 3 and 4 are performed on meshes with n elements
in each direction, n being the number in the first row. The mesh then consists of
n2 square elements of size h = 200/n.

6. Summary

We investigated a particular numerical scheme for the solution of reaction-diffusion
problems. We have shown that the method usually converges and that it behaves
according to expectations. However, for the parameter value close to a bifurcation
point, we observe an oscillating sequence of approximate solutions. Moreover it is
possible, that some of the approximate solutions, which are obtained for some meshes,
are not approaching any solution of the continuous problem. Even though this be-
havior can be observed only for carefully selected parameters, we find it interesting,
since it opposes the usual idea of convergence of the finite element method.
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Abstract: This article focuses on the heat radiation intensity optimization
on the surface of an aluminium shell mould. The outer mould surface is heated
by infrared heaters located above the mould and the inner mould surface is
sprinkled with a special PVC powder. This is an economic way of producing
artificial leathers in the automotive industry (e.g. the artificial leather on
car dashboards). The article includes a description of a mathematical model
that allows us to calculate the heat radiation intensity across the outer mould
surface for every fixed location of the heaters. We also use this mathematical
model for optimizing the locations of the heaters to generate uniform heat
radiation intensity on the whole outer mould surface during the heating of the
mould. In this way we obtain an even colour shade and material structure of
the artificial leather. The problem of optimization is more complicated. Using
gradient methods is not suitable because the minimized deviation function
contains many local minima. A differential evolution algorithm is used during
the process of optimization. The calculations were performed by a Matlab
code written by the authors. The article contains a practical example including
graphical outputs.

Keywords: heat radiation intensity, evolution optimization algorithm, math-
ematical model, experimental measurement, software implementation
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1. Introduction

This article describes the calculation of radiation intensity on the whole mould
surface for the fixed locations of infrared heaters above the mould and the process

148



of heat radiation intensity optimization on the mould surface. The problem of opti-
mization is rather complex (the used moulds often have very complicated surfaces,
during the process of optimization possible collisions between one heater and another
as well as collisions between a heater and the mould surface must be avoided). The
minimized deviation function has many local minima. Using gradient methods for
finding the global minimum is therefore unsuitable. Thus, we used an evolution op-
timization algorithm. A differential evolution algorithm DE/rand/1/bin (see details
in [6]) is used to find suitable locations of the heaters over the mould to optimize the
heat radiation intensity on the whole outer mould surface. The manufacturer needs
to implement the optimization procedure on the production line (after its verification
in the Matlab system). Therefore, we need to know the optimization process in every
detail and to be able to perform own modifications of the programmed optimization
algorithm. We do not use existing commercially available software tools.

In practice, an aluminium mould is heated by a set of infrared heaters located
above the outer mould surface. It is necessary to ensure the same heat radiation in-
tensity (within a given tolerance) on the whole outer mould surface by finding a suit-
able locations for the heaters. In this way the same colour and material structure of
the artificial leather are assured. Moulds which very often have complicated shapes
and which weigh from 100 to 300 kilograms are used. The infrared heaters have
a tubular form and their length is about 20 centimeters. Every heater is equipped
with a mirror located above the radiation tube which reflects heat radiation in a set
direction (see Figure 1).

Figure 1: Infrared heater Ushio with heating power 2000 W.

2. Mathematical model of the heat radiation

In this chapter a mathematical model of the heat radiation produced by the in-
frared heaters on the outer mould surface is described. The heaters and the heated
mould are represented in 3-dimensional Euclidean space E3 using the Cartesian co-
ordinate system (O, x1, x2, x3) with basis vectors e1 = (1, 0, 0), e2 = (0, 1, 0) and
e3 = (0, 0, 1).

2.1. Representation of the heater

A heater is represented by a straight line segment of length d (see Figure 2).
The location and orientation of a heater is defined by the following parameters:
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d – heater length 

S 

u – vector  

of radiation 

direction 

x1 
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o – heater axis 

r – vector  

of heater axis 

Figure 2: Schematic representation of the infrared heater.

(i) the coordinates of the heater centre S = [s1, s2, s3], (ii) the unit vector u =
(u1, u2, u3) of the heat radiation direction, where component u3 < 0 (i.e., the heater
radiates “downward”), (iii) the vector of the heater axis r = (r1, r2, r3). Another
way to determine the vector r is by using angle ϕ between the vertical projection of
vector r onto the x1x2-plane and the positive part of axis x1 (the vectors u and r
are orthogonal, 0 ≤ ϕ < π). The location of each heater Z can be defined by the
following 6 parameters

Z : (s1, s2, s3, u1, u2, ϕ). (1)

2.2. Representation of the mould

The outer mould surfaceP is described by elementary surfaces pj, where 1≤j ≤ N .
It holds that P = ∪ pj, where 1 ≤ j ≤ N and int pi ∩ int pj = ∅ for i 6= j,
1 ≤ i, j ≤ N . Each elementary surface pj is described by the following parame-
ters: (i) its centre of gravity Tj = [tj1, t

j
2, t

j
3], (ii) the unit outer normal vector

vj = (vj1, v
j
2, v

j
3) at the point Tj (we suppose vj points “upwards”and therefore is

defined through the first two components vj1 and vj2), (iii) the area wj of the ele-
mentary surface. Every elementary surface pj thus can be defined by the following
6 parameters

pj : (tj1, t
j
2, t

j
3, v

j
1, v

j
2, wj). (2)

2.3. Experimental measurement of the heater radiation intensity

We need to know the heat radiation intensity in the heater surroundings to cal-
culate the total radiation intensity on the outer mould surface. The heater man-
ufacturer does not provide the distribution function of the heat radiation intensity
in the heater surroundings. We set up the experimental measurement of the heat
radiation intensity as follows. The location of the heater is Z : (0, 0, 0, 0, 0, 0) in
accordance with relation (1), i.e., the centre S of the heater lies at the origin of the
Cartesian coordinate system (O, x1, x2, x3); the unit radiation vector has coordinates
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Figure 3: Heat radiation intensity in the planes at distances 9, 11 and 13 cm from
the heater.

u = (0, 0,−1) and the vector of the heater axis has coordinates r = (1, 0, 0). We
assume the heat radiation intensity across the elementary surface pj is the same as at
the centre of gravity Tj. The heat radiation intensity at Tj depends on the position
of this point (determined by the first three parameter in the elementary surface pj
given by (2)) and on the direction of the outer normal vector vj at point Tj (deter-
mined by the fourth and fifth parameters in the elementary surface pj given by (2)).
The heat radiation intensity I in the surroundings and below the heater was ex-
perimentally measured by a sensor at selected points a = [a1, a2, a3, a4, a5] (the first
three parameters a1, a2, a3 describe the position of the centre of gravity of a fictitious
elementary surface and the fourth and fifth parameter describes the direction of the
outer normal vector at the point [a1, a2, a3]).

We use measured values I(a) of heat radiation intensity at the selected points a
and the linear interpolation function of five variables to calculate the heat radiation
intensity I(b) for the general point b = [b1, b2, b3, b4, b5] in the heater surroundings.

The measured heat radiation intensity, and its interpolated values in three parallel
planes with x1x2-plane are shown in colour in Figure 3 in the case of 0o deflection of
the axis of the sensor (i.e., axis of the sensor is vertical). We use linear interpolation
of a function of five variables. We assume that the point b holds aj,ij ≤ xbj ≤ aj,ij+1

for 1 ≤ j ≤ 5. Let us denote mj =
xb
j−xj,ij

aj,ij+1−aj,ij
for 1 ≤ j ≤ 5. Then it holds for the

interpolation value of radiation intensity I(b) at the point b of heater Z

I(b) = I
(
xb1, x

b
2, x

b
3, x

b
4, x

b
5

)
=

i1+1∑
k1=i1

. . .
i5+1∑
k5=i5

I (a1,k1 , a2,k2 , a3,k3 , a4,k4 , a5,k5) · (3)

·
5∏

l=1

H (l, kl − il) .

The interpolation formula is described in detail in [1], p. 148, and [3].
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2.4. General case of the heater location

In this subsection we explain a transformation of the general case of a heater
location with reference to the special heater position solved in Subsection 2.3. For
a heater in a general position, we briefly describe the transformation of the previous
Cartesian coordinate system (O, e1, e2, e3) into a positively oriented Cartesian system
(S, r, n,−u), where S is the centre of the heater, r is the heater axis vector, and u is
the direction vector of the heat radiation. The vector n is determined by the vector
product of the vectors −u and r (see more detail in [2], [7]) and is defined by the
following relation

n = (−u)× r =

(
−
∣∣∣∣∣ u2 u3

r2 r3

∣∣∣∣∣ ,
∣∣∣∣∣ u1 u3

r1 r3

∣∣∣∣∣ ,−
∣∣∣∣∣ u1 u2

r1 r2

∣∣∣∣∣
)
.

The vectors r, u and n are normalized to give the unit length. Then we can define
an orthonormal transformation matrix

A =

 r1 n1 −u1

r2 n2 −u2

r3 n3 −u3

 .
Recall that for the elementary surface pj, the respective triples Tj and vj represent
its centre of gravity and its outer normal vector in the Cartesian coordinate system
(O, e1, e2, e3). If S is the triple of parameters representing (in (O, e1, e2, e3)) the centre
of the heater that determines the coordinate system (S, r, n,−u), then Tj and vj are
transformed as follows(

T
′

j

)T
= AT (Tj − S)T and

(
v

′

j

)T
= ATvTj , (4)

where T
′
j and v

′
j are the coordinates in (S, r, n,−u). In this way, we transform the

general case of the heater location to the measured case and we can calculate heat ra-
diation intensity by using linear interpolation as described in the previous subsection
(transformed point T

′
j and vector v

′
j correspond to point b in Subsection 2.3).

2.5. Calculation of the total heat radiation intensity

Now we describe the numerical computation procedure for the total heat radiation
intensity on the mould surface. We denote by Lj the set of all heaters radiating on
the jth elementary surface pj (1 ≤ j ≤ N) for the fixed locations of the heaters, and
Ijl the heat radiation intensity of the lth heater on the pj elementary surface. Then
the total radiation intensity Ij on the elementary surface pj is given by the following
relation

Ij =
∑
l∈Lj

Ijl . (5)
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The producer of artificial leathers recommends a constant value of the heat radiation
intensity on the whole outer mould surface. Let us denote this constant value as Irec.
We can define function F , the deviation of the heat radiation intensity, by the relation

F =

∑N
j=1 |Ij − Irec|wj

W
(6)

and the deviation F̃ by the relation

F̃ =

√√√√√ 1

W
·

N∑
j=1

(Ij − Irec)2wj , (7)

where W =
∑N

j=1 wj and we highlight that wj denotes the area of the elementary sur-
face pj. We need to find the locations of the heaters so that the value of deviation F
(alternatively deviation F̃ ) is as small as possible.

3. Optimization of the heaters locations

Functions F and F̃ defined by (6) and (7) contain many local minima. Using
gradient methods for finding global minima of the functions F and F̃ is not ap-
propriate. If we used a gradient method, there would be a high probability that
we would find only a local minimum of the function. Therefore, we use a differ-
ential evolution algorithm (more details in [6]) for finding an optimized minimum
of function F (i.e., to optimize the locations of the heaters). The disadvantage of
a differential evolution algorithm is its computational demandingness and slow con-
vergence. The location of every heater is defined in accordance with the relation (1)
by 6 parameters. Therefore 6M parameters are necessary to define the locations
of all M heaters. One individual in the differential evolution algorithm represents
one possible location of all 6M heaters. In the algorithm we successively construct
populations of individuals. Every population includes NP individuals where every
individual is a potential solution to our problem. We seek the individual ymin ∈ C
satisfying the condition

F (ymin) = min{F (y); y ∈ C}, (8)

where C ⊂ E6M is the set we are searching for. Every element of C is formed by
a set of 6M allowable parameters and this set defines just one constellation of the
heaters above the mould. The identification of the individual ymin defined by (8) is
not realistic in practice. But we are able to determine an optimized solution yopt.
The generated individuals are saved in the matrix BNP×(6M+1). Every row of this
matrix represents one individual, y, and its evaluation, F (y).

3.1. Differential evolution algorithm

Now we describe schematically the particular steps of the differential evolution
algorithm named DE/rand/1/bin (for more details see [6] and [8]) which is applied
to our problem.
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We define a specimen which contains values ranges of each gene of the individual
in the first step of the algorithm. Then we define an initial individual y1 and randomly
generate the initial generation of individuals. We create successively generations of
individuals y and we are looking for an individual with the smallest value F (y)
(where function F is given by relation (6)) in the following steps of the algorithm.
Note that four individuals y of a generation participate in the creation of individual
y of the following generation. We describe the diagram of the algorithm.

Input: the initial individual y1, population size NP , the number of used heaters M
(dimension of the problem is 6M), crossover probability CR, mutation factor f , the
specified accuracy of the calculation ε.
Internal computation:
1. create an initial generation (G = 0) of NP individuals yGi , 1 ≤ i ≤ NP ,
2.a) evaluate all the individuals yGi of the generation G (calculate F (yGi ) for every
individual yGi ), b) store the individuals yGi and their evaluations F (yGi ) into the ma-
trix B,
3. repeat until min{F (yGi ); yGi ∈ B} < ε
a) for i := 1 step 1 to NP do

(i) randomly select index ki ∈ {1, 2, . . . , 6M},
(ii) randomly select indexes r1, r2, r3 ∈ {1, 2, . . . , NP},

where rt 6= i for 1 ≤ t ≤ 3 and
r1 6= r2, r1 6= r3, r2 6= r3;

(iii) for j := 1 step 1 to 6M do
if (rand(0, 1) ≤ CR or j = ki) then

ytriali,j := yGr3,j + f
(
yGr1,j − y

G
r2,j

)
else

ytriali,j := yGi,j
end if

end for (j)

(iv) if F
(
ytriali

)
≤ F

(
yGi
)

then yG+1
i := ytriali

else
yG+1
i := yGi

end for(i),

b) store individuals yG+1
i and their evaluations F

(
yG+1
i

)
(1 ≤ i ≤ NP ) of new gen-

eration G+ 1 into the matrix B, G := G+ 1
end repeat.
Output:
the row of matrix B that contains corresponding value min{F (yGi ); yGi ∈ B} repre-
sents the best found individual yopt.

Note that function rand(0, 1) randomly chooses a number from the interval 〈0, 1〉.
The notation yGi,j means the jth component of an individual yGi in Gth generation.
The individual yopt is the final optimized solution that contains information about
the location of every heater in the form (1).
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4. Practical example

Now we describe a practical example of the heating of an aluminium shell mould.
The volume of the mould is 0.8 × 0.4 × 0.15 m3, mould thickness is 8 mm (see Fig-
ure 5), the number of elementary surfaces, N = 2, 064; the heat radiation intensity
recommended by the producer of artificial leathers, Irec = 47 kW/m2. We use 16 in-
frared heaters (i.e., M = 16) of the same type (producer Philips, power 1, 600 W,
length 15 cm, width 4 cm). In the first step we calculate value F (y1) where the de-
viation of the heat radiation intensity F is defined by relation (6) and the initial
individual y1 corresponds to the following locations of the heaters. The centres of
the heaters lie in the plane parallel to the x1x2-plane and at a distance of 10 cm
from the centre of gravity Tj of the elementary surface pj with the highest value x

Tj

3

(1 ≤ j ≤ N). All the heaters have r = (1, 0, 0) and u = (0, 0,−1) (that is, all the
heaters radiate downwards and they are parallel to the axis x1). Then the deviation
for this location of heaters is F (y1) = 20.74.

We use the differential evolution algorithm described in subsection 3.1. to opti-
mize the locations of the heaters. The parameters of the algorithm are as follows:
population size NP = 192 (dimension of the problem is 6M = 96), mutation fac-
tor f = 0.98 and crossover probability CR = 0.60. The heaters locations ytech
recommended by the producer technicians based on their experience in the produc-
tion gives F (ytech) = 11.2204. We obtain the optimized individual yopt with value
F (yopt) = 2.02 after 4, 000 generations of the differential evolution algorithm. The
dependence of the deviation F (yopt) on the number of generations is shown in Fig-
ure 4. Furthermore, Figure 5 shows a graphical representation of heat radiation on
the mould surface corresponding to individual F (yopt) (where the levels of radiation
intensity in kW/m2 correspond to the shades of grey colouring).
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Figure 4: Dependence of F (yopt) on the number of generations.
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Figure 5: Heat radiation intensity (kW/m2) on the mould surface and the locations
of the heaters corresponding to the individual yopt.

We made calculations on a PC computer with CPU: IntelCore i7-3770 CPU @3,4
GHz, RAM: 32 GB and GPU: GeForce GTX 460.

5. Conclusions

On the basis of practical calculations, we get a sufficiently exact solution for
the optimized locations of heaters over the mould. We obtained more exact results
using the differential evolution algorithm than using a genetic algorithm in numerical
experiments (see [4], [5]). The temperature differences on the inner mould surface
have to be maintained in the range of 3 ◦C during the mould heating process. The
heat conductivity of the mould helps to unify different temperatures on the mould
surface.

The locations of heaters determined on the basis of experience of technicians
produces significantly worse results than the optimized locations. Generally, this
approach is more time consuming (approximately two to three weeks depending on
the mould size and the number of heaters). Furthermore, calculated optimization
of the locations of heaters is more accurate and faster than optimization based on
technicians experience.

The described method for manufacturing is an energy-efficient way of artificial
leathers production. The given optimization process is advantageous for producer
and induces virtually no additional cost.
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Abstract: In the contribution growths of the neoplasms (benign and malig-
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The main goal of the contribution is to present the useful methods and effi-
cient algorithms for their solutions. Because the geometry of the system of
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the corresponding mathematical models of tumor’s and cyst’s evolutions lead
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1. Introduction

In biology and medical sciences mathematical models play an important role.

The role of mathematical models are then to explain a set of biomedical experiments

and analyses. During the last four decades, various neoplasms (cysts, benign and

malign tumors) models have been developed, analyzed and discussed.

By neoplasm is meant a mass of tissue that forms when cells divide uncontrol-

lably, that is, by an overproduction of cells. Neoplasms are benign tumors, malignant

tumors or cancers and cysts. Cancers are of several types due to their origin, that is,

due to the tissue from which they arise and the type of cells involved. A cancer of

white blood cells is called leukemia, cancers arising in muscles and connective tissue

are called sarcoma, and a cancer originated from epithelial cells is called carcinoma.

A bone tumors are represented by abnormal growth of cells within the bone that are

of (i) noncancerous types, and we speak about benign bone tumors, or (ii) can-
cerous types, and we speak about malignant bone tumors. In some cases the

cancer cells invade into the blood or the lymphatic vessels and then are transported

into another locations, where they create secondary tumors. This process is known

as the metastasis process. Malign tumors rise relatively very quickly approxi-

mately 1mm/day. In all types of neoplasms a solid tumors can be detected when it

reaches a size of several millimeters. Bone tumors are of primary types, originating

within the bone tissues, or of secondary types, that result from the spread cancer

cells from the primary tumors located in other tissues in the human body and we

speak about metastasis. Growing tumors replace healthy tissue with abnormal be-

nign or malignant tissues. Benign tumors are not life-threatening, expecting such

benign tumors that are changed into malignant tumors. Benign bone tumors as well

as cysts do not metastasize, that is, they do not spread to other tissues but remain

situated in the bone or in the other tissue. Since bones are composed of hard min-

eralized tissues, they are more resistant to destruction than other soft tissues, but

in some cases the loaded long bones, vertebra or jaw-bones with tumors and cysts

can fracture. The classifications of neoplasms are published by the World Health

Organization - WHO.

Cancers arise from one single tumor cell. The transformation from the normal

cells into tumor cells are multistage processes, where the evolution of cells are regu-

lated and controlled by genes constrained in their nucleus. A special feature in tumor

growth is proliferation. Proliferating cells are causes of the tumor volume which vary-

ing in time. A tumor contains different populations of cells, such as (i) proliferating

cells, i.e., cells that undergo abnormally fast mitosis; (ii) necrotic cells, i.e., cells that

died due to a luck of nutrion; (iii) quiescent cells, i.e., cells that are alived but their

rate of mitosis is balanced by the rate of natural death. By mitosis it is meant the

process of cell division which results in the production of two daughter cells from an

initial parent cell and that are identical with the parent cell.

Another type of neoplasms are cysts that are filled by fluid and that are formed

either in bones or in soft tissues, respectively. Cysts are pathological cavity lined
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by the own epithelium and in the cyst lumen filled by fluid or semi-fluid contents,

that are not created by the accumulation of pus materials and generally are formed

by a connective tissue walls. In this study we will limit ourselves to the odontogenic

cysts only. Odontogenic cysts are cysts of the jaw-bone that are lined by an

odontogenic epithelium (that is, avascular epithelial tissues). Odontogenic cysts are

relatively slow growing and represent in early states of evolution no great problem

and treat to human life. The main types are the radicular cysts, that grow relatively

slowly and the keratocysts, that grow more rapidly.

2. Formulation of the problem

2.1. Formulation of the contact problem

Let the system of bones with neoplasms occupy a region Ω ∈ R
N , N = 2, 3,

(Fig.1a,b,c), the geometry of which can be determined from the CT or MRI scans,

respectively, and approximated by the visco-elasticity with short memory (Kelvin-

Voigt type rheology).

Let I = (0, tp), tp > 0, be a time interval. Let Ω ⊂ R
N , N = 2, 3, be

a region occupied by a system of bodies (bones) of arbitrary shapes Ωι such that

Ω = ∪r
ι=1(Ω

ι ∪ Γι
cv). Let Ωι have Lipschitz boundaries ∂Ωι and let us assume that

∂Ω = Γτ ∪ Γu ∪ Γc, where the disjoint parts Γτ , Γu, Γc are open subsets. Moreover,

let Γτ =
1Γτ ∪ 2Γτ , Γu = 1Γu ∪ 2Γu and Γc = ∪s,mΓ

sm
c , Γsm

c = ∂Ωs ∩ ∂Ωm, s 6= m,

s,m ∈ {1, . . . , r}, Γsm
c represent the contact boundaries between the components of

joints as well as between two opposite faces of cracks, Γcv = ∪sΓ
s
cv, Γ

s
cv ⊂ ∂Ωs

1 ∩∂Ωs
2,

represent virtual interfaces between regions Ωs
1 and Ωs

2. It is evident that these

boundaries are determined as results of the used neoplasm’s growth models. Let

Ω(t) = Ω× I denote the time-space domain and let Γτ (t) = Γτ × I, Γu(t) = Γu × I,
Γc(t) = Γc × I denote the parts of its boundary ∂Ω(t) = ∂Ω × I. In the study

we will assume that the contact boundaries Γsm
c are between contact boundaries of

joints (i.e., hip joints, knee joints, spine, temporomandibular joints, etc.) as well as

contact boundaries between the opposite boundaries in the fractures of bones and/or

of vertebra. In the case of e.g. vertebra fracture, the domain denoted as Ωs will be

divided into two parts denoted by Ωs
1 and Ωs

2 (see Figs 1a-c).

Furthermore, let n denote the outer normal vector of the boundary, un = uini,

ut = u − unn, τn = τijnjni, τ t = τ − τnn be normal and tangential components of

displacement and stress vectors u = (ui), τ = (τi), τi = τijnj , i, j = 1, . . . , N .

Let F, P be the body and surface forces, ρ the density. The respective time

derivatives are denoted by “′”. Let us denote by u′ = (u′k) the velocity vector.

To formulate the contact and friction conditions, let us introduce at each point

of Γs
c the vectors tsi , i = N − 1, spanning in the corresponding tangential plane.

Let {ns, tsi}, i = 1, 2, be an orthogonal basis in R
N for each point of Γs

c. To for-

mulate the non-penetration condition we use a predefined relation between the

points of the possible contact zones Γc. Therefore, we introduce a smooth map-

ping R : Γs
c → Γm

c such that R(Γs
c) ⊂ Γm

c , and assume that the mapping R is
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(a)

(b)

(c)

Figure 1: Mathematical models of the long bone and spine with tumors and the jaw-

bone with cyst: crack initiation and ensuing crack propagation and crack opening

are modelled on the basis of dynamic PDAS method for a crack problem with non-

penetration: (a) the detail of knee joint with the tumor; (b) the detail of spine with

the tumor; (c) the detail of jaw-bone with the cyst.

well defined and maps any x ∈ Γs
c to the intersection of the normal on Γs

c at x
with Γm

c . Then [u]sm := us(x, t) − um(R(x, t)), [un]
sm := [u]sm · ns is the jump

in normal direction, [ut]
sm = (us(x, t) − um(R(x, t))) − [u]sm · ns is the jump in

the tangential direction and τ sn = (ns)Tτ s(x, t)ns = (ns)Tτm(R(x, t))ns is the

boundary stress in normal direction on the possible contact part, and moreover,

(tsi )
Tτ s(x, t)tsi = (tsi )

Tτm(R(x, t))tsi , i = N − 1, is satisfied.

From the momentum conservation law the equation of motion is of the form

ρ
∂2uιi
∂t2

=
∂τ ιij
∂xj

+ F ι
i , i, j = 1, . . . , N, ι = 1, . . . , r, (x, t) ∈ Ωι(t) = Ωι × I , (1)
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where

τ ιij =τ
ι
ij(u

ι,u′ι) = c
(0)ι
ijkl(x)ekl(u

ι) + c
(1)ι
ijkl(x)ekl(u

′ι) =

=eτ ιij(u
ι) + ντ ιij(u

′ι), i, j, k, l = 1, . . . , N , ι = 1, . . . , r, (2)

where c
(n)ι
ijkl(x), n = 0, 1, are anisotropic elastic and viscous coefficients and eij(u)

are components of the small strain tensor, N is the space dimension. For the ten-

sors c
(n)ι
ijkl(x), n = 0, 1, we assume that they satisfy the symmetric and Lipschitz

conditions, that is,

c
(n)ι
ijkl ∈ L∞(Ωι), n = 0, 1, ι = 1, . . . , r, c

(n)ι
ijkl = c

(n)ι
jikl = c

(n)ι
klij = c

(n)ι
ijlk , (3)

c
(n)ι
ijkleijekl ≥ c

(n)ι
0 eijeij ∀eij , eij = eji and a.e. x ∈ Ωι, c

(n)ι
0 > 0, ι = 1, . . . , r,

c
(n)ι
ijkl = λ(n)ιδijδij + µ(n)ι (δikδjl + δilδjk) , n = 0, 1, for the isotropic bone materials,

where a repeated index implies summation from 1 to N .

On the contact boundaries between neighbouring bones and the neighbouring

faces in the case of bone fractures the following non-penetration conditions and the

Coulomb friction conditions

[un]
sm ≤ dsm, τ sn = τmn ≡ τ smn ≤ 0,

([un]
sm − dsm) τ smn = 0,

[u′
t]
sm = 0 ⇒ |τ sm

t | ≤ F sm
c |τ smn (u)| ,

[u′
t]
sm 6= 0 ⇒ τ sm

t = −F sm
c |τ smn (u)| [u′

t]
sm

|[u′

t]
sm|
,







(x, t) ∈ ∪e,mΓ
sm
c × I, (4)

are given and on the boundary ∂Ω(t) the following conditions

τijnj =Pi, i, j = 1, . . . , N, (x, t) ∈ Γτ (t) = ∪r
ι=1(Γτ ∩ ∂Ωι)× I , (5)

ui =u2i, i = 1, . . . , N, (x, t) ∈ Γu(t) = ∪r
ι=1(Γu ∩ ∂Ωι)× I , (6)

are prescribed and the initial conditions

uι(x, 0) = uι
0(x), u′ι(x, 0) = uι

1(x), x ∈ Ωι , (7)

are given, where τ sm
t ≡ τ s

t = −τm
t , F sm

c = F sm
c (x,u′

t) is globally bounded, nonneg-

ative, and satisfies the Carathéodory conditions [4, 18, 20] and u0, u1 are the given

functions, u2 6= 0 on 1Γu or = 0 on 2Γu has a time derivative u′
2, and on ∪Γsm

c due

to the equilibrium of forces τij(u
s)ns

j = −τij(um)nm
j and where [v]sm = vs − vn is

a jump (difference) of quantities vs and vm and dsm is a gap, where

dsm(x) =
ϕs(x)− ϕm(x)
√

1 + |∇ϕs(x)|2
,

where ϕs, ϕm ∈ C1 are functions defined on an open subset Γsm
c of RN−1 parametrized

the two contact boundaries, e.g. of joints in the first case, and the two opposite faces

of the cracks in the second case. Thus the terms dsm ≥ 0 are the normalized gaps

between the contact boundaries of Ωs and Ωm (e.g. of the joints or faces in the case

of fractures) and between the two faces of the crack (i.e., Γs
c and Γm

c ).
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2.2. Formulation of coupled free boundary problems

Furthermore, we need to determine the evolution of neoplasms (tumors and cysts)

in time, and then to determine the areas that are occupied by these tumors and cysts

inside the system of bones, that create the investigated part of the human skeleton,

and moreover, to determine their material compositions, all during the studied time

period.

(A) The tumor growth case

The tumor’s study and their growths are studied e.g. in [2, 3, 5] and in many

others. Such models consist of a system of coupled partial differential equations

and a mass conservation law. The problems then lead to solve the free boundary

problems.

In the case of the tumor growth, we limit ourselves to avascular and vascular

cases only. Let uc(x, t) denote the concentration of cells, and let up(x, t), uq(x, t)
and uD(x, t) denote the cell densities for proliferating, quiescent and dead cells,

respectively, where x denotes a spatial coordinate and t time, t ∈ I, I ∈ [t0, tp],
t0 ≥ 0, tp > 0 (see [2, 3, 5]).

To determine the equation for the concentration uc(x, t), we must consider two

cases — the avascular stage and the vascular stage. Then, for an avascular evolution

of tumors we find

ε0
∂uc
∂t

= Dc∇2uc − λuc, ε0 =
Tdiffusion
Tgrowth

, (8)

where Dc is a diffusion coefficient, about which is assumed to be constant, λ is the

nutrient consumption rate, ε0 is the ratio of the nutrient diffusion time scale to the

tumor growth time scale, Tdiffusion ∼ 1 minute, while Tgrowth ∼ 1 day, so that ε0 is

small. For a vascular evolution of tumors the Eq. (8) must be replaced by

ε0
∂uc
∂t

= Dc∇2uc + Γ(ucB − uc)− λuc , (9)

where ucB is the nutrient concentration in the vasculature, Γ is the rate of the

blood-tissue transfer, so that Γ(ucB − uc) represents the nutrient concentration after

the process of angiogenesis. Tumor angiogenesis refers to the ability of a tumor to

stimulate new blood vessel formation.

In the case of vascularized tumors if we use the change of variables, that is, if we

put

uc −
ΓucB
Γ + λ

→ uc, Γ + λ→ λ , (10)

then Eq. (9) is transformed to Eq. (8), that is, uc in the avascular and vascular

tumors are described by the same equation (8).

We assume that proliferating cells become quiescent at a rate KQ(uc) that de-

pends on the concentration uc(x, t) of a generic nourishment having an influence on
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a tumor growth and that their death rate is KA(uc), that also depends on uc(x, t).
The quiescent cells become necrotic at a rateKD(uc) that depends also on the concen-

tration uc(x, t). The quiescent cells become proliferating at a rate KP (uc) that also
depends on the concentration of nutrient uc(x, t). The density of proliferating cells

is increasing due to proliferation at a rate KB(uc) that also depending on uc(x, t).
Finally, the dead cells are removed from the tumor, as they decompose, at a con-

stant rate KR. Since cells proliferate and dead cells are removed from the tumor,

there exists a continuous motion of cells within the tumor, which is represented by

a velocity v. Denoting by ωn(t) a region occupied by a tumor at time t and ∂ωn(t)
its boundary, then the conservation of mass laws for the densities of the proliferating

cells up(x, t), the quiescent cells uq(x, t) and the dead cells uD(x, t) are as follows:

∂up
∂t

+ div(upv) = [KB(uc)−KQ(uc)−KA(uc)]up +KP (uc)uq , (11)

∂uq
∂t

+ div(uqv) =KQ(uc)up − [KP (uc) +KD(uc)]uq , (12)

∂uD
∂t

+ div(uDv) =KA(uc)up +KD(uc)uq −KRuD . (13)

Assuming that the tumor tissue is modelled by a porous medium and the moving

cells by a fluid flow, then the velocity v of fluid flow is related to the fluid pressure σ
by the Darcy law, thus

v = −β∇σ, where β > 0 . (14)

Moreover, assuming that all cells are physically identical in volume and mass, there-

fore, their density is constant inside the tumor, that is,

up + uq + uD = N = const.

For simplicity, we can put β = 1 and N = 1.

Adding Eqs (11), (8) with (10), we find

div v = KB(uc)up −KRuD ,

and substituting uD = 1− up − uq, then we obtain the following problem describing

the growth of the tumor:

Problem (PT ): Find uc, up, uq, σ satisfying the following system of equations

ε0
∂uc
∂t

= Dc∇2uc − λuc in ωn(t), t > 0 , (15)

∂up
∂t

−∇σ · ∇up = f(uc, up, uq) in ωn(t), t > 0 , (16)

∂uq
∂t

−∇σ · ∇uq = g(uc, up, uq) in ωn(t), t > 0, (17)

∆σ = −h(uc, up, uq) in ωn(t), t > 0 , (18)
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where

f(uc, up, uq) = [KB(uc)−KQ(uc)−KA(uc)] up +KP (uc)uq − h(uc, up, uq)up,

g(uc, up, uq) =KQ(uc)up − [Kp(uc) +KD(uc)] uq − h(uc, up, uq)uq ,

h(uc, up, uq) = [KB(uc) +KR] up +KRuq −KR ,

with the boundary conditions on ∂ωn(t)

uc = uc1 on ∂ωn(t), t > 0, (19)

σ = γκ,
∂σ

∂n
= −vn on ∂ωn(t), t > 0, (20)

and with the initial conditions

uc(x, t0) = uc0(x) in ωn(t0), uc0(x) ≥ 0, (21)

up(x, t0) = up0(x) in ωn(t0), up0(x) ≥ 0, (22)

uq(x, t0) = uq0(x) in ωn(t0), uq0(x) ≥ 0, (23)

where up0(x) + uq0(x) ≤ 1, and where uc1 is a constant concentration of nutrients,

vn is the velocity of the free boundary, κ is the mean curvature, γ is the surface

tension coefficient and uc0, up0, uq0 are given functions.

Under the assumption that the initial data are smooth and the initial and bound-

ary data are consistent with the Eq. (15) at ∂ωn(t0), we have the following result [3]:

Theorem 1 Let the initial data be sufficiently smooth, the physical data be constant

and the consistency conditions be satisfied, then there exists a unique smooth solution

to Problem (PT ) for t ∈ I = [0, tp].

(B) The case of the cystic growths

Our mathematical model of cystic growth is based on the diffusive mechanisms,

cell birth and death, the idea of osmosis, the balance between osmotic and hydrostatic

pressure forces within the cyst structure and its neighboring tissue. By the osmosis
we understand the diffusive process of permeability between two different liquids

which are mutually separated by a porous membrane.

Let us assume that the cyst occupies the region, we denote it by ωc (e.g. it can

be a sphere of radius R or of an arbitrary shape) with a thin epithelial rim of cells

covering its surface. The lumen of the cyst is assumed to be filled by dead cellular

material, consisting partly of osmotic material concentration C+, with total mass S,
generating an osmotic pressure P+

0 . Inside the cyst is observed the hydrostatic pres-

sure, we denote it as P+
h . The neighborhood of the cyst is created by a material,

consisting of a fixed osmotic material of concentration C−, generating an osmotic

pressure P−
0 . The hydrostatic pressure here is P−

h . According to the size of the

cavity the thickness of the capsule and the epithelial layer can be neglected. The
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growth of radicular cysts is of about a few millimeters per year, while in the kera-

tocyst’s case their growths are several times higher. The osmotic pressure difference

∆P0 = P+
0 − P−

0 relates to the difference in osmolality ∆m, that is,

∆P0 = ∆mRgT ∼ 28.3 Nm−2 , (24)

where ∆m is the molar concentration of “osmotic active” molecular per litre

(∼ 0.011 Osml ≡ 0.011 mol), Rg = 8.31 J/mol.K is the ideal gas constant, T is the

absolute temperature. For the hydrostatic pressure difference between the interior

of the cyst and the neighborhood balances the osmotic pressure difference between

the cyst interior and its neighborhood at the cyst rim, i.e.,

P+
h − P−

h = P+
0 − P−

0 = α(C+ − C−), α = RgT , (25)

where the van Hoff equation was used, where α is the proportional coefficient Rg is

the ideal gas constant, T is the temperature [21].

Since the cyst grows, cells migrate towards the interior of cavity, where they die

and since the degraded material driving the osmosis does not penetrate the epithelial

layer (i.e., membrane) it then start to be a part of osmotic material. The osmotic

material is cummulated in the cavity of the cyst and only fluid can pass the semi-

permeable epithelial membrane. Let “s” be the total amount of degraded material

inside the cyst. Then the rate of change of mass of osmotic material in the core in

time, i.e., of “ṡ = ds
dt
”, is proportional to the surface area of the covering epithelium,

we denote it as Sc, then we have

ds

dt
= βSc , (26)

where β is a supply rate of the osmotic material and it can change according to the

type of cyst.

The hydrostatic pressure jump across the epithelial membrane balances the

stresses in the semi-permeable membrane and the stresses on the cyst from the

neighboring bone tissue. Thus

P+
h − P−

h = f(r, ṙ) + fb(r, ṙ) , (27)

where f is the physical stresses, depending on the material properties of the cyst

and the neighboring bone tissue, which in general is a function of a position vector r
of the surface point, and ṙ = dr

dt
is the time derivative of r, and fb corresponds to the

biological stresses. The natures of these stresses in situ are not known currently,

therefore, the term fb(r, ṙ) can be omitted, i.e., fb(r, ṙ) = 0.

Ward et al. [23] expect that the material of surrounding tissue is mixture of

elastic and non-elastic (viscous) materials and that it can be modelled by a linear

viscoelastic fluid of Maxwell type with a stiffness E and a viscosity ν. The total

strain is the sum of the elastic and viscous strains and the total strain rate is the
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sum of its elastic and viscous strain rate,i.e., ε = εe+εν , ε̇ = ε̇e+ ε̇ν , where ε̇ = dε
dt
.

Since ε̇e = ḟ
E
, and ε̇ν = f

ν
, then we obtain

ḟ + τ−1f = Eε̇ , (28)

where τ = ν
E
is the so-called relaxation time.

From (25) the osmotic pressure difference is equal to the hydrostatic pressure

difference, i.e., 1
α
(P+

0 − P−
0 ) = 1

α
(P+

h − P−
h ) = 1

α
f(r, ṙ), and therefore, the physical

stresses 1
α
f(r, ṙ) = C+ − C−. Hence, the concentration of degraded material

C+ = C− +
1

α
f(r, ṙ) , (29)

that is, it is a linear function of the stresses, since C− and α are assumed to be

constant.

The concentration of material inside the cyst, given as its total mass “s” divided

by the cavity volume vc, is

C+ =
s

vc
=

s

|ωc|
, (30)

where ωc represents the region occupied by the cyst, i.e., vc = |ωc|. When the

cyst grows in a bony tissue, the bone is resorbed and the cyst grows as there it

was no obstacle stopping it from expanding. Because C+ = s
vc(r)

, then substituting

s = C+vc(r) into (26), i.e., ds
dt

= βSc, and using (29), then after some modification,

we obtain
v̇c
α
f(r, ṙ)ṙ+ v̇cC

−ṙ+
vc
α
ḟ(r, ṙ) = βSc , (31)

representing expression relating the cyst size, its shape and the physical stresses

exerted by the stroma, where β is the core supply rate of osmotic material ([mol/m2.s])

and is different for the radicular cysts and the keratocysts for which is several times

higher than for radicular cysts.

Since we model the material which is a mixture of fluid, collagenous capsule, and

crystalline structures, than it can be described as Maxwell’s fluid. Due to (28) the

stresses satisfy

τ ḟ(r, ṙ) + f(r, ṙ) = νε̇ , (32)

as τ = ν
E
. The problem will be complete, if the initial condition for r and f will be

given. Thus, for t = 0

r(0) = r0, f(0) = f0 , (33)

where r0 and f0 are given.

Assuming that the cyst is of a spherical shape, then vc =
4
3
πR3 and Sc = 4πR2,

where R is a radius of the cyst. For more details see [23, 21, 19]. The problem can

be solved by numerical methods for ODEs.

The biological materials of both types of tumors and both types of cysts are

assumed to be near a fluids for which µ(0) = 0. When at t ∈ I the shape of the cyst

is known, it is possible to estimate a probable evolution of the cyst, and moreover,

to determine a probable time of a cyst origin, similarly as in the previous case.
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3. Stress-strain analysis of the loaded bone system with neoplasms

3.1. Mathematical model and its solution

The problem to be solved has the following classical formulation:

Problem (P): Let N = 2, 3, r ≥ 2. Find a displacement vector uι : Ω
ι × I → R

N

satisfying Eqs (1)–(3) and the contact conditions with the Coulomb friction (4),

the boundary conditions (5)–(6) and initial conditions (7), where we assume that

the geometry of ωn and ωc at t = 0 and the corresponding material coefficients

were determined and that all anisotropic elastic and viscous coefficients satisfy the

symmetric and Lipschitz conditions (3).

Since the problem with Coulomb friction formulated in displacements is up-to-

date an open problem, therefore, for the existence analysis the contact conditions of

nonpenetration (Signorini conditions) will be formulated in velocities, that is,

[u′n]
sm ≤ dsm, τ sn = τmn ≡ τ smn ≤ 0, ([u′n]

sm − dsm)τ smn = 0 . (34)

Let us introduce the spaces Lp,N(Ω), p ∈ [1,+∞), L∞(Ω), the Sobolev spaces

H1,N(Ω), H1,N
0 (Ω), H

1

2
,N(Γc), H

1

2
,N

00 (Γc) by the usual way, and let B(M) be the

space of bounded functions endowed with the sup norm, and moreover, the spaces

and sets

V0 =
{
v|v ∈ ⊓r

ι=1H
1,N(Ωι),v = 0 a.e. on Γu

}
,

V = u2 + V0, V = u′
2 + V0 = L2(I;V ), K = {v ∈ V |[vn]sm ≤ dsm a.e. on Γsm

c } ,
K =

{
v|v ∈ L2(I;⊓s

ι=1H
1,N(Ωι)),v = u′

2 on Γu(t), [vn]
sm ≤ 0 a.e. on Γsm

c (t)
}
.

Let ρι ∈ C(Ω
ι
), ρι ≥ ρι0 > 0, cιijkl ∈ L∞(Ωι), Fι,F′ι ∈ L2(I;L2,N(Ωι)), P,P′ ∈

L2(I;L2,N(Γτ )), u0 ∈ K, u1 ∈ V , u′
2 ∈ L2

(
I;⊓r

ι=1H
1,N(Ωι)

)
, dsm ∈ H

1

2
,N(Γsm

c ),

dsm ≥ 0 a.e. on Γsm
c , F sm

c ∈ L∞(Γsm
c ), F sm

c ≥ 0 a.e. on Γsm
c . In a special case if

Γ
s

c = ∪r
ι=1 (∂Ω

ι ∩ Γs
c) \ Γs

u then instead of the space H
1

2
,N(Γsm

c ) we will use the space

H
1

2
,N

00 (Γsm
c ).

The variational formulation of Problem (P) will be obtained by the usual way.

Thus,

Problem (P)v: Find a displacement field u : I → V such that u(t) ∈ K for a.e.

t ∈ I, and

(u′′(t),v− u(t)) + a(0)(u(t),v − u(t)) + a(1)(u′(t),v − u(t)) + j(v)− j(u(t)) ≥
≥ (f(t),v − u(t)) ∀v ∈ K, t ∈ I , (35)

u(x, 0) = u0(x),u
′(x, 0) = u1(x) , (36)
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where the initial data u0, u1 are given functions as above, and where

(u′′,v) =
r∑

ι=1

(u′′ι,vι) =

∫

Ω

ρu′′i vidx ,

a(n)(uι,vι) =

r∑

ι=1

aι(uι,vι) =

∫

Ω

c
(n)
ijklekl(u

ι)eij(v
ι)dx, n = 0, 1 ,

(f ,v) =

r∑

ι=1

(f ι,vι) =

∫

Ω

F · vdx+

∫

Γτ

P · vds ,

j(v) =

∫

∪s,mΓsm
c

F sm
c |τ smn (u,u′)| ([vt]

sm) ds,

and where the bilinear forms a(n)(u,v), n = 0, 1, are symmetric in u, v and sat-

isfy a(n)(u,u) ≥ c
(n)
0 ‖u‖21,N , c

(n)
0 = const > 0, a(n)(u,v) ≤ c

(n)
1 ‖u‖1,N‖v‖1,N ,

c
(n)
1 = const > 0, u,v ∈ V0, and moreover, where we assume that the initial

data u0, u1 are given functions (e.g. they can be determined as solutions of static

elastic contact problems).

To prove the existence of the solution of Problem (P)v the decomposition v−u =

v−u+u′−u′=w−u′ will be used. The proof of the existence of the solution is based

on the penalization and regularization techniques and is modification of that of [4].

3.2. Approximation of the problem by the Tresca model of friction

Let us assume that the Coulombian law of friction in every time level is approx-

imated by its value gsmc from the previous time level, i.e., gsmc ≡ F sm
c |τ smn (u,u′)|)

(t−∆t). Thus gsmc is a non-negative function and has a meaning of a given friction

limit (or a given friction bound, representing the magnitude of the limiting friction

traction at which slip originates), and where −gsmc has a meaning of a given frictional

force, and ∆t is a time element. Thus this problem is approximated by another prob-

lem in which in every time level we will solve the dynamic contact problem with the

given friction, called the Tresca model of friction.

The corresponding variational problem is the following:

Problem (P0)v: Find a displacement field u : I → V such that u(t) ∈ K for a.e.

t ∈ I, and

(u′′(t),v− u(t)) + a(0)(u(t),v − u(t)) + a(1)(u′(t),v − u(t)) + j(v)− j(u(t)) ≥
≥ (f(t),v − u(t)) ∀v ∈ K, t ∈ I , (37)

u(x, 0) = u0(x),u
′(x, 0) = u1(x) , (38)

where the initial data u0, u1 are given functions, and where (u′′,v), a(n)(u,v),
n = 0, 1, (f ,v) are defined above, and

j(v) =

∫

∪s,mΓsm
c

gsmc [vt]
smds,
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where the bilinear forms a(n)(u,v), n = 0, 1, are symmetric in u, v and satisfy

a(n)(u,u) ≥ c
(n)
0 ‖u‖21,N , c

(n)
0 = const > 0, a(n)(u,v) ≤ c

(n)
1 ‖u‖1,N‖v‖1,N , c(n)1 =

const > 0, u,v ∈ V0.

The proof of the existence of the solution is based on the penalization and regu-

larization techniques and is modification of that of [4], where the decomposition as

above will be used.

3.3. Numerical solution

Let Ω = ∪r
ι=1(Ω

ι ∪ Γι
cv) be approximated by Ωh = ∪r

ι=1(Ω
ι
h ∪ Γι

cvh) (a polygon in

2D and a polyhedron in 3D) with the boundary ∂Ωh = Γτh∪Γuh∪Γch. Let I = (0, tp),
tp > 0, let m > 0 be an integer, then ∆t = tp/m, ti = i∆t, i = 0, . . . , m. Let {Th,Ωh

}
be a regular family of finite element partitions Th of Ωh compatible to the boundary

subsets Γτh, Γuh and Γch. Let Vh ⊂ V be the finite element space of linear elements

corresponding to the partition Th, Kh = Vh∩K the set of continuous piecewise linear

functions that vanish at the nodes of Γuh and whose normal components are non-

positive at the nodes on ∪s,mΓ
sm
c ; Kh is a nonempty, closed, convex subset of Vh ⊂ V .

Let u0h ∈ Kh, u1h ∈ Vh be approximations of u0 or u1. Let the end points Γτh∪Γuh,

Γuh ∪ Γch, Γτh ∪ Γch, coincide with the vertices of Thi. Since the frictional term is

assumed to be approximated by its value in the previous time level, the frictional

term is approximated by a given friction limit. Then in every time level we have the

following discrete problem:

Problem (P)h: Find a displacement field uh : I→Vh with uh(0) = u0h, u
′
h(0) = u1h,

such that for a.e. t ∈ I, uh(t) ∈ Kh

(u′′
h(t),vh − uh(t)) + a(0) (uh(t),vh − uh(t)) + a(1) (u′

h(t),vh − uh(t)) +

+ j(vh)− j (uh(t)) ≥ (fh(t),vh − uh(t)) ∀vh ∈ Kh, a.e. t ∈ I , (39)

where

(u′′
h,vh) =

r∑

ι=1

(u′′ι
h ,v

ι
h) =

∫

Ωh

ρu′′hivhidx ,

a(n)(uh,vh) =

r∑

ι=1

a(n)ι(uι
h,v

ι
h) =

∫

Ωh

c
(n)
ijklekl(uh)eij(vh)dx, n = 0, 1,

(fh,vh) =

r∑

ι=1

(f ιh,v
ι
h) =

∫

Ωh

Fivhidx+

∫

Γτh

Pivhids,

j(vh) =

r∑

ι=1

jι(vι
h) =

∫

∪s,mΓsm
ch

gsmch |[vht]
sm| ds ≡ 〈gsmch , |[vht]

sm|〉Γsm
ch
.

To prove the existence of discrete solution uh the technique similar of that as

in the continuous case, where the decomposition parallel as above, the penalty and

regularization techniques are used.
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3.4. Algorithm

The algorithm will be based on the semi-implicit scheme in time and the fi-

nite elements in space. Let m > 0 be an integer, then ∆t = tp/m, ti = i∆t,
i = 0, 1, . . . , m. Approximating the derivatives by the differences, i.e., u′′

h =
u
i+1

h
−2ui

h
+u

i−1

h

∆t2
, u′

h =
u
i+1

h
−u

i
h

∆t
, and setting ui

h = uh(ti), ∆ui
h = uh(ti) − uh(ti−1),

ui+1
h ≡ uh, g

sm
ch = gsmch (ti) = F sm

c (∆t−1[∆ui
th]

sm)
∣
∣
∣τ smn

(

ui
h,

∆u
i
h

∆t

)∣
∣
∣, (F(ti+1),vh) =

∆t2 (fh(ti+1),vh) + (2ui
h − ui−1

h ,vh) + ∆ta
(1)
h (ui

h,vh), F(ti+1) ≡ fh, then after some

algebra in every time level t = ti+1 we have to solve the following problem:

Problem (PA)h: Find uh ∈ Kh, a.e. t = ti+1 ∈ I, such that

A(uh,vh − uh) + j(vh)− j(uh) ≥ (fh,vh − uh), ∀vh ∈ Kh, t = ti+1 ∈ I , (40)

where

A(uh,vh) = (uh,vh) + ∆t2a(0)(uh,vh) + ∆ta(1)(uh,vh) ,

j(vh) = ∆t2
∫

∪s,mΓsm
c

gsmch |[vht]
sm| ds,

where gsmch is the approximate given frictional limit. According to the above assump-

tions about the bilinear forms a
(n)
h (·, ·), n = 0, 1, and since ρ ≥ ρ0 > 0, then the

bilinear form A(uh,vh) is also symmetric in uh and vh and

A(uh,uh) ≥ a0‖uh‖21,2, a0 = const. > 0,

|A(uh,vh)| ≤ a1‖uh‖1,2‖vh‖1,2, a1 = const. > 0, uh,vh ∈ Vh,

hold.

The discretization error will be a function of the time step ∆t and the mesh

size h and thus the truncation error of the time and spatial discretization must tend

to zero [1, 18, 20]. From the stability analysis for the critical time step size we have

∆t ≤ ∆tcrit = γ
h(n)

π

(
ρ(n)

E(n)

)

, (41)

where h(n) is the diameter of the corresponding (n)-th element, h(n) = c(n)Tn, Tn is

the smallest period of the finite discretization with n degrees of freedom, c(n) is a di-

latational wave velocity in the (n)-th material element, ρ(n) and E(n) are (average)

values of the density and the Young modulus on the (n)-th element and γ is a re-

duction factor determined from the numerical experiments. Moreover, the algorithm

is also consistent of order two, because the truncation error is of order ∆t2 in the

displacements. Hence, the algorithm is convergent.
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3.4.1. Mortar discretization

To give a saddle point formulation it is usually to introduce a Lagrange multiplier

space M = Mn × Mt, being the dual space of the trace space W = ⊓sH
1

2
,N(Γs

c)

(i.e., the trace space of V0 restricted to ∪sΓ
s
c) and its dual W ′ = ⊓sH

− 1

2
,N(Γs

c),

assuming that Ωι, ι = 1, . . . , r, are domains with sufficiently smooth boundaries ∂Ωι,

and the bilinear form b(·, ·) on the product space V0 × M . In the case if Γ
s

c =

∪r
ι=1 (∂Ω

ι ∩ Γs
c) \ Γs

u we must use H
1

2
,N

00 (Γs
c) instead of H

1

2
,N(Γs

c).

Let every polygonal domain Ωι
h, ι = 1, . . . , r, be covered by a triangulation Th,Ωι

in such a way that on the contact boundaries Γsm
ch the points of Γs

ch and Γm
ch are

not identical, therefore, the mesh sizes hs 6= hm and the global meshsize h is h =

maxΩh
{hs, hm}.

Let us introduce the discrete approximation of the Lagrange multiplier space

MhH =Mhn ×MHt, where

WhH (∪sΓ
s
ch) =Whn (∪sΓ

s
ch)×WHt (∪sΓ

s
ch) =

=
{
vs
h · ns|∪sΓs

ch
,vh ∈ Vh

}
×
{
vs
h · ts|∪sΓs

ch
,vh ∈ Vh

}
,

Mhn =
{

µhn ∈ Whn (∪sΓ
s
ch) ,

∫

Γs
c

µhnψhds ≥ 0,

∀ψh ∈ Whn, ψn ≥ 0 a.e. on every Γs
ch

}

,

MHt =
{

µHt ∈ WHt (∪sΓ
s
ch) ,

∫

Γs
ch

µHtψHds−
∫

Γs
ch

gsmch |ψH |ds ≤ 0,

∀ψH ∈ WHt (∪sΓ
s
ch)

}

,

Let

b(µhH,vh) = 〈µhn, [vh · n]s − dsm〉∪Γs
ch
+

∫

∪sΓs
ch

gsmch µHt · [vht]
sds,

µhH ∈MhH , vh ∈ V0h ,

where [vh · n]sm = vshn(x, t) − vmhn(Rsm(x, t)), [vht]
sm = vs

ht(x, t) − vm
ht(Rsm(x, t)),

whereRsm :Γs
ch(t) 7→Γm

ch(t), at t∈I, is a bijective map satisfying Γm
ch(t)⊂Rsm(Γs

ch(t)),
t ∈ I, and where 〈·, ·〉Γs

ch
denotes the duality pairing between WhH and MhH .

Then we have the following problem:

Problem (P)h: In every time level find (λhH ,uh) ∈MhH × Vh satisfying

A(uh,vh) + b(λhH ,vh) = (fh,vh) ∀vh ∈ Vh = ⊓r
ι=1V

ι
h , t ∈ I,

b(µhH − λhH ,vh) ≤ 〈dsm, µhn − λhn〉∪Γs
ch

∀µhH ∈MhH , t ∈ I. (42)

For the existence and uniqueness it is necessary to ensure that {µhH ∈ MhH ,

b(µhH ,vh) = 0, ∀vh ∈ Vh} = {∅}.
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Proposition 1 Let −τn(u) ∈ Mhn. Then the problem (42) has a unique solution

(λhH ,uh) ∈MhH × Vh, a.e. t ∈ I. Moreover, we have

λshn = −τ sn(uh) and gscλ
s
Ht = −τ s

t (uh) ,

where uh is the solution of the discrete primal problem and gsc ≡ gsmch .

3.4.2. Matrix formulation and the PDAS method

As usual in the mortar approach the contact boundary Γsm
ch has two sides, the

“slave” side from the Ωs
h and the “master” side from the Ωm

h . The contact bound-

aries Γsm
ch are assumed to be a union of faces in the 3D case.

Let us assume that the space V is approximated by the discrete finite element

spaceVh of linear elements corresponding to the partitionTh and let Vh=V
s
h ×V m

h ⊂ V
be introduced by such a way that the nodal basis functions on the mortar side will

be biorthogonal with respect to the piecewise linear basis on the slave side.1

In the mortar approach, the Lagrange multiplier space is approximated by its

(N−1)-dimensional mesh resulting from theN -dimensional triangulation on the slave

side. In this case the discontinuous piecewise linear nodal basis functions for the dual

Lagrange multiplier will be used. The discrete Lagrange multiplier space MhH can

be spanned as Ms
hH = span{ψiek, i = 1, . . . , nc, k = 1, . . . , N}, s ∈ {1, . . . , r}, where

ψi is the i-th scalar dual basis function, ek is the k-th unit vector, i.e., components

of the unit Cartesian basis, nc is the number of nodes on the slave side of Γ
s

ch, i.e.,

the number of freedom of the space MhH in each component.

LetW s
hH be the vector valued trace space of V0h restricted to ∪sΓ

s
ch. Then for each

vh =
∑

i γiϕi ∈ WhH the discrete scalar product vh ·ns
h =

∑

i(γi ·ns
i )ϕi, where n

s
i de-

notes the outer normal of Ωs at the node i. Similarly, for each µh =
∑

iαiψi ∈MhH

the discrete product µh · ns
h =

∑

i(αi · ns
i )ψi. Let us define

Ms+
hH :=

{
µhH ∈Ms

hH | 〈µhH ,vh〉 ≥ 0,vh ∈ W s+
h

}
,

where

W s+
h := {vh ∈ WhH(∪Γs

ch)|vh · ns
h ≥ 0}

and

WhH =WhH(∪sΓ
s
ch) = Whn(∪sΓ

s
ch)×WHt(∪sΓ

s
ch) =

= {vh · ns|∪Γs
ch
,vh ∈ Vh} × {vh · ts|∪Γs

ch
,vh ∈ Vh}

1Let {ψi}mi=1
be a suitable dual basis and {ϕj}mj=1

be the standard piecewise linear basis on the

slave side, i.e., the basis of WhH(Γsm
sh ). We say that ψi and ϕj are biorthogonal if

∫

Γ
sm

ch

ϕjψi ds =

δij
∫

Γ
sm

ch

ϕj ds, 1 ≤ i, j ≤ m, δij is the Kronecker delta.
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It can be shown ([20]) that Ms+
hH can be written as

Ms+
hH :=

{

µhH =

m∑

i=1

αiψi|αi ∈ R
N ,αi = αn

i n
s
i , α

n
i ∈ R, αn

i ≥ 0, i ≤ m

}

.

Finally,

M+
hH =

∏

s

Ms+
hH ,

b(µhH ,vh) = 〈µhH , [vh]
s〉∪Γs

ch
.

For completeness, the discrete convex subset Kh ⊂ Vh will be then defined as

Kh :=

{

vh ∈ Vh|b(µhH ,vh) ≤
∫

∪Γs
ch

dsmh (µhH · ns
h)ds, µhH ∈M+

hH

}

,

where dsmh is a suitable approximation of dsm on WhH .

Then the discrete mortar formulation of the saddle point problem for every time

level is defined as follows:

Problem (Psp)dm: In every time level find uh ∈ Vh, λhH ∈ M+
hH , a.e. t ∈ I,

λhH = (λhn,λHt), satisfying

A(uh,vh) + b(λhH ,vh) = (fh,vh) ∀vh ∈ Vh, t ∈ I , (43)

b(µhH − λhH ,vh) ≤ 〈dsm, (µhH − λhH) · nh〉∪Γs
ch

∀µhH ∈M+
hH , t ∈ I,

where

A(uh,vh) =(uh,vh) + ∆t2a(0)(uh,vh) + ∆ta(1)(uh,vh) ,

b(µhH ,vh) = 〈µhH , [vh]
s〉∪Γs

ch
∀vh ∈ Vh, µhH ∈MhH .

Let us decompose the set of all vertices of triangulation Th = ∪r
i=1T i

h into three

disjoint parts N ,M,S, where S is a set of vertices on all T s
h ∩Γsm

ch , and M is a set of

vertices on all T m
h ∩Γsm

ch , and N is a set of all the other one. The strong formulation

of the non-penetration condition will be replaced by its weak discrete form

∫

∪Γsm
ch

[uh · n]sψpds ≤
∫

∪Γsm
ch

dshψpds, p ∈ S , (44)

that coupled the vertices on the slave side and the master side. Using a transforma-

tion of the basis of the space Vh in such a way that the weak non-penetration condi-

tion (44) in the new basis only deals with the vertices on the slave side. Moreover, the

elimination of the Lagrange multiplicators ΛhH can be easy made (see [11, 18, 20]).

In this new basis the first equation of Problem (Psp)dm for every t ∈ I will be
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expressed in the matrix form, that with respect to the sets N ,M,S , after using

the modified basis bellow defined, after some modification ([18, 20]), we obtain the

modified system

ÂhÛh + B̂hΛ̂hH = F̂h , (45)

where Ûh is the displacement vector of nodal parameter with respect to the modified

basis Φ, and where the modified stiffness matrix is of the form

Âh = QAhQ
T =








ANN ANM + ANSM̂ ANS

AMN + M̂
T
ASN

AMM + AMSM̂+

+M̂
T
ASM + M̂

T
ASSM̂

AMS + M̂
T
ASS

ASN ASM + ASSM̂ ASS








and the vector F̂h is of the form

F̂h = QFh = (FN , FM + M̂
T
FS , FS)

T ,

B̂h = Q.(0,−M
T , 0)T = (O,O,D)T , and M̂

T = D
−1
M, M = (M[p, q]), where

M[p, q] =
∫

∪Γsm
ch

ϕpψqds I3, p,∈ S, q ∈ M, and D = (D[p, q]), D[p, q] = δpqI3 ·
∫

∩Γsm
ch

ϕpψq ds, p = q ∈ S, and where the used modified basis is of the form

Φ = (ΦN ,ΦM,ΦS) = Qϕ =





IN O O

O IN M̂
T

O O IN









ϕN

ϕM

ϕS



 .

If the displacement Ûh is known, then the Lagrange multiplier can be computed

directly from (45) and then

Λ̂hH = D
−1(F̂h − ÂhÛh)S. (46)

The algebraic representation of the weak nonpenetration condition is associated

with the transformed basis Φ is of the form ([10],[12])

Ûhn,p ≡ (ns
p)

T
D[p, p]Ûhp ≤ dsmp ∀p ∈ S , (47)

where dsmp =
∫

∪sΓs
c
dsmh ψpds, p ∈ S, and the coefficients at Ûhq, q ∈ M, are nullified.

Thus, in every time level, we will solve the following problem

ÂhÛh + B̂hΛhH = F̂h, (48)

Ûhn,p ≤ dsmp ,Λhn,p ≥ 0, (Ûhn,p − dsmp )Λhn,p = 0, ∀p ∈ S, t ∈ I,

where the second line represents the Karush-Kuhn-Tucker conditions of a constrained

optimization problem for inequality constraints, with the discrete Tresca friction

conditions and with the discrete friction conditions
∣
∣Λs

Ht,p(p)
∣
∣ ≤gsp (= F sm

c

∣
∣Λs

hn,p

∣
∣),

∣
∣Λs

Ht,p(p)
∣
∣ <gsp (= F sm

c

∣
∣Λs

hn,p

∣
∣) ⇒ uht,p = 0,

175



∣
∣Λs

Ht,p(p)
∣
∣ =gsp (= F sm

c

∣
∣Λs

hn,p

∣
∣) ⇒ ∃ϑ ≥ 0

such that Λs
Ht,p = −ϑuht,p, for all p ∈ S, (49)

where for the Tresca friction model F sm
c |Λs

hn,p| ≡ gsp ∈ H− 1

2 (Γs
c), g

s
p ≥ 0, gsp =

∫

Γs
ch

gschϕpds, and where

Λhn,p = nsT
p D[p, p]ΛhH(p), ΛhH(p) ∈ R

N ,

ΛHt,p = ΛhH(p)− (ΛhH(p) · ns
p)n

s
p = (ΛhH(p) · tsp)tsp .

For gsp = 0 the condition (49) leads to homogeneous Neumann boundary conditions

in tangential direction.

PDAS algorithm for the 3D case with friction of Tresca type. In the 3D

model with the Tresca friction if the displacements uh are known, the Lagrange

multiplier ΛhH = (Λhn,ΛHt) can be computed directly from (49a), that is,

ΛhH = D
−1(F̂h − ÂhÛ)S , (50)

where the subscript S denotes that we use only the entries of the vector corresponding

to the nodes p ∈ S. For the normal and tangential components of the multiplier ΛhH

and of the relative decomposition uh for a node point p ∈ S, we have

Ûhn,p = Û
T
p np ∈ R, ÛHt,p = (ÛT

p t1p, Û
T
p t2p)

T ∈ R
2,

Λs
hn,p = (ns

p)
T
D[p, p]ΛhH(p) ∈ R, ΛhH(p) ∈ R

3,

Λs
Ht,p = ΛhH(p)− (ΛhH(p) · ns

p)n
s
p =

(
ΛhH(p) · tsp

)
tsp =

=
(
ΛT

hH(p)D[p, p]t
s
1,p, Λ

T
hH(p)D[p, p]t

s
2,p

)T ∈ R
2 .

Let gsp > 0, then the condition (49) is equivalent to Ct

(

Ût,p,Λ
s
Ht,p

)

= 0 for all p ∈ S,

where

Ct

(

Ûht,p,Λ
s
Ht,p

)

=max
(

gsch,p, |Λs
Ht,p + c2Ûht,p|

)

Λs
Ht,p − gsp

(

Λs
Ht,p + c2Ûht,p

)

, c2>0 ,

(51)

which will be a starting point of the algorithm, that will be based on a Newton-type

algorithm for the solution of Ct(Ûht,p,Λ
s
Ht,p) = 0. As it was shown in [7] the max-

function and the Euclidean norm are semi-smooth, and therefore, a semi-smooth

Newton method can be used. If the Euclidean norm

∣
∣
∣Λs

Ht,p + c2Ûht,p

∣
∣
∣ = 0, then

max
(

gsch,p, |Λs
Ht,p + c2Ûht,p|

)

= gsch,p and the Euclidean norm vanishes. Hence, the

derivative of the Euclidean norm only occurs for points that are differentiable in the

classical sense. The analysis of the generalized derivative of Ct(Ûht,p,Λ
s
Ht,p) (see [12])
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shows that the nodes of S are separated into the active set AHt,k and the inactive

set IHt,k, where

AHt,k : =
{

p ∈ S; |Λs,k−1
Ht,p + c2Û

k−1
ht,p | − gsch,p > 0

}

, (52)

IHt,k : =
{

p ∈ S; |Λs,k−1
Ht,p + c2Û

k−1
ht,p | − gsch,p ≤ 0

}

. (53)

Since B̂h = (O,O,D)T , we decompose the matrix D into

D =

[
DIk O

O DAk

]

, since S = Ak ∪ Ik.

This decomposition of nodes of S into the active AHt,k and inactive IHt,k sets is

provided by the characteristic function in the generalized derivative of Ct(·, ·). The

case if gch,p = 0 is in details analyzed in [12].

Summing all results for the frictionless contact problem and for the Tresca friction

case, then Problem (P) can be rewritten as

ÂhÛh + B̂hΛhH = F̂h,

Cn

(

Ûhn,p,Λhn,p

)

= 0 , (54)

Ct(Ûht,pΛHt,p) = 0

for all vertices p ∈ S and t ∈ I.
The PDAS algorithm for the contact problem with friction in the Tresca sense is

as follows:

Algorithm (T ):

STEP 1: Initiate the active sets Ahn,1, AHt,1 and the inactive sets Ihn,1, IHt,1 such

that Sn = Ahn1 ∪ Ihn1, St = AHt1 ∪ IHt1, Ahn1 ∩ Ihn1 = ∅, AHt1 ∩ IHt1 = ∅ and

introduce the initial value (Û0,Λ0
hH), c1, c2 ∈ (103, 104) and set k = 1, c1 > 0, c2 > 0,

m ∈ N.

STEP 2: Define the active and inactive sets

Ahn,k : =
{

p ∈ S;Λs,k−1
hn,p + c1

(

Û
k−1,m
n,p − dsmp

)

> 0
}

,

Ihn,k : =
{

p ∈ S;Λs,k−1
hn,p + c1

(

Û
k−1,m
n,p − dsmp

)

≤ 0
}

,

AHt,k : =
{

p ∈ S;
∣
∣
∣Λ

s,k−1
Ht,p + c2Û

k−1,m
t,p

∣
∣
∣− gsch,p > 0

}

,

IHt,k : =
{

p ∈ S;
∣
∣
∣Λ

s,k−1
Ht,p + c2Û

k−1,m
t,p

∣
∣
∣− gsch,p ≥ 0

}

,

STEP 3: For i = 1, . . . , m, compute the generalized derivative in the sense of

a semi-smooth Newton method, i.e.,

Û
k,i
hH = G

(

Û
k,i−1
hH ,Ahn,k, Ihn,k,AHt,k, IHt,k, Û

k−1,m
hH ,Λk−1

hH

)

,
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where by the symbol G we denote the generalized derivative in the sense of a semi-

smooth Newton method.

STEP 4: If
∣
∣
∣Û

k,m
hH − Û

k,0
hH

∣
∣
∣ /

∣
∣
∣Û

k,m
hH

∣
∣
∣ < ε then STOP.

STEP 5: Compute the Lagrange multiplier due to (51), that is,

ΛhH,k = D
−1

(

F̂hS − ÂhSÛ
k,m
hH

)

.

STEP 6: Set Ûk+1,0
hH = Û

k,m
hH , k = k + 1 and goto STEP 2.

PDAS algorithm for the 3D case with Coulomb friction. The algorithms

can be based on the fixpoint algorithm or on the full Newton method ([12]). We

limit ourselves to the fixpoint algorithm only.

The Fixpoint Algorithm (FP) is the extension of the above PDAS algorithm

for the Tresca friction, in which the friction bound gsch,p = F sm
c |Λs

n,p| is iteratively

modified using the normal component of the Lagrange multiplier. Thus, we have

the following algorithm, that the friction bound and the active and inactive sets are

updated in every step.

Algorithm (FP):

STEP 1: Initiate the initial value
(

Û
0,0,Λ0

hH

)

, c1, c2 ∈ (103, 104) and set k = 1,

k0 ∈ N, m ∈ N.

STEP 2: If modk0(k − 1) = 0, set kc = k − 1 and update the friction bound by

gs,kcch,p = F sm
c max{0,Λs,kc

n,p }, p ∈ S.

STEP 3: Define the active sets Ahn,k, AHt,k and the inactive sets Ihn,k, IHt,k by

Ahn,k : =
{

p ∈ S;Λs,k−1
hn,p + c1

(

Û
k−1,m
n,p − dsmp

)

> 0
}

,

Ihn,k : =
{

p ∈ S;Λs,k−1
hn,p + c1

(

Û
k−1,m
n,p − dsmp

)

≤ 0
}

,

AHt,k : =
{

p ∈ S;
∣
∣
∣Λ

s,k−1
Ht,p + c2Û

k−1,m
t,p

∣
∣
∣− gs,kcch,p > 0

}

,

IHt,k : =
{

p ∈ S;
∣
∣
∣Λ

s,k−1
Ht,p + c2Û

k−1,m
t,p

∣
∣
∣− gs,kcch,p ≤ 0

}

.

STEP 4: For i = 1, . . . , m, compute the generalized derivative in the sense of

a semi-smooth Newton method

Û
k,i
hH = G

(

Û
k,i−1
hH ,Ahn,k, Ihn,k,AHt,k, IHt,k, Û

k−1,m
hH ,Λk−1

hH

)

,

where the symbol G has the same meaning as above.
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STEP 5: Compute the Lagrange multiplier due to (51) as

Λk
hH = D

−1
(

F̂hS − ÂhSÛ
k,m
hH

)

.

STEP 6: If
∥
∥
∥Û

k,m
hH − Û

kc,m
hH

∥
∥
∥ /

∥
∥
∥Û

k,m
hH

∥
∥
∥ < ε then STOP.

STEP 7: Set Û
k+1,0
hH = Û

k,m
hH and k = k + 1 and goto STEP 2.

If m = ∞, we obtain the exact version of the algorithm, in the previous case we

speak about inexact algorithm. The algorithm is convergent for small coefficient of

friction (see [6]).

3.5. Fracture of bones with neoplasms

With a persistent growth of the neoplasms, the possibility of fracture rises can

be expected. Firstly, in locations with highest stresses the crack initiations can be

occurred (Fig. 1a,b,c), and with continuous loading the cracks start to opening and

propagate up-to the moment when the bone is fractured. In the real situations it is

very difficult to determine the location of a crack, its initiation, its further opening

and propagation and to determine the direction of its future propagation.

The geometry of the investigated system of bones with neoplasms is determined

from the CT or MRI scan data. The locations of the acting contraction forces

and their directions will be determined from the anatomy knowledges and their

magnitudes (in N) will be determined from the cross-sectional area of the muscles

(in mm2), the averaged activation ratio, and a certain constant (in N/mm2). On

the bases of these CT or MRI data the finite element mesh will be generated. The

contact boundaries will be approximated by such a way that the contact boundary

is discretized from the both sides corresponding to the neighboring subdomains Ωs

and Ωm, from the slave side and the master side, and then the unilateral contact

conditions will be satisfied in all vertices of T s
h ∩ Γsm

ch from the slave side and in all

vertices of T m
h ∩ Γsm

ch from the master side.

To determine the areas of possible fracture zones, we firstly determine the areas

with maximal principle stresses, and therefore, the places where cracks are initiated.

Thus we need to check, at each time step, when the crack is started to propagate

and in which direction. In the first case the crack propagation criteria will be used,

while in the second one the crack kinking criteria will be used. When a crack further

propagate, the accuracy at the crack tip will be of great importance for determination

of a possible fracture. Many numerical tools were developed to improve the accuracy

at the crack tip. Since the stress field is singular in the vicinity of the crack tip,

a concentric mesh around the crack tip can be coupled with singular elements, which

can be used to model the stress field singularity. An other approach is based on the

strain energy release rate, where a construction of ring elements in the neighborhood

of the crack tip (Fig. 2a,b), is also used. Finally mesh refinement around the crack

tip is necessary to keep a better precision in the vicinity of the crack. Since the
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Figure 2: Location of the crack and the mesh around the crack tip: a) crack initiation;

b) crack opening.

crack propagates, the crack tip moves along and the areas in the vicinity of crack

are changed; thus, a new mesh is created and refined only in areas at the front of

the propagated crack.

A location of a crack and its initiation and further opening are given in Fig. 2a,b.

Many numerical algorithms have been applied to improve the accuracy at the crack

tip and to determine a crack propagation direction. With a great advantage the

automatic remeshing procedure at the crack tip, with a thickening of the mesh at

the crack tip and using singular elements to model the singular stress-strain fields,

can be used. To determine a crack propagation direction we compute eigenvalues and

eigenvectors of the stress tensor in all determined mesh points nearest to the crack

tip, i.e., we determine the principal stresses and their directions. The final direction

of the crack propagation will be obtained as a weighted average of each direction

with respect to the distance between the mesh point and the crack tip. Moreover,

stress intensity factors, that is, strength singularity at the crack tip, can be used

for determination of a crack propagation. Very useful algorithms are based on the

dynamic contact problems with friction. Therefore, the PDAS algorithms discussed

above can also be used for numerical studies of opening of cracks and fractures in

loaded bones with neoplasms. Numerically, simpler versions of the free boundary

problems can be firstly studied for the symmetric neoplasms.

4. Conclusion

At present about tumor’s studies exist more than two millions research papers,

predominantly of the oncological studies from the medical point of views, and only

relatively small part of these papers are devoted to mathematical problems of oncol-

ogy. Majority of these mathematical papers are devoted to studies on the response of

a vascular tumor to chemotherapeudic treetments and effects of drug resistance, to

studies on a tumor-induced angiogenesis, on a tumor-immune system dynamics and
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minority of these papers are devoted to mathematical modelling of tumor’s growth.

These research works are connected with Profs A. Friedman, S. Cui, H. Byrne,

L. Preziosi, M.A. Chaplain, S. J. Chapman, T. Roose, A.R.A. Andersson and many

others. They analyzed the problems mathematically and under some assumptions on

the physical parameters of the models, they prove the existence and the uniqueness of

the solution of some free boundary problems. The studied models are predominantly

assumed to be spherically symmetric.

The author, together with his co-workers, studied the problems concerning with

the biomechanical problems of artificial replacements of human’s joints, and more-

over, e.g. a fractured lumbar spine, where the fracture passes practically horizontally

through the vertebra, where the internal stabilized device was applied. Such a frac-

ture is observed between the vertebra Th12 and L3, and is known as the Chance’s

fracture. The aim of this study was to obtain some knowledge about the situa-

tion and the behavior of fractured parts of the vertebra on their common contact

boundary (because minor movements stimulate healing of the fracture), where the

mathematical model was based on the contact problem in non-linear elasticity, where

the non-linear elastic coefficients are strain dependent (see e.g. Nedoma et al. (2011)

and the author’s references presented here).

The PDAS method was firstly presented in the papers of Hintermüller et al. (2002),

(2004), (2005) and in Wohlmuth and Krause (2003), Hüeber and Wohlmuth (2005),

Hlaváček (2006) and many others, where the static contact problems with or without

given friction were studied. Later Hüeber et al. (2008) applied the PDAS algorithm

for 3D static contact problems with Coulomb friction, where they present two al-

gorithms based on the fixpoint algorithm and on the full Newton method. Hüeber

et al. (2005) studied the dynamic contact problem, where the Newmark algorithm

with the PDAS algorithm was used. The author studied the quasi-static and dynamic

problems with or without friction close of the nineties in connection with geodynamic

problems, based on linear or non-linear elastic, thermo-(visco-)elastic and thermo-

visco-plastic Bingham rheologies (Nedoma (1998a), (2005), (2006), (2010), (2012)

and later in biomechanics (Nedoma (1998b), (2004), (2006), (2012) and Nedoma

et al. (2011) and the author’s references presented here. The PDAS algorithm pre-

sented in the paper is a continuations of results obtained in previous author’s pa-

pers connected with the quasi-static and dynamic contact problems with or without

friction in thermo-(visco-)elasticity. The presented PDAS algorithm as well as the

PDAS algorithms of the previous mentioned papers are based on the author’s idea

and represent the own author’s results. The novelty of these algorithms is that

they practically pursue the techniques of proofs of dynamic problem with or without

Coulomb (or Tresca) friction. From the medical point of view the aim of this paper

is to give an optimal algorithm for application in connection with further oncological

studies and in application concerned with a computer-aided orthopedic surgery. The

presented method can be used also in geodynamic problems as well as in problems

of technology.
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takt pružných těles s daným třeńım, Tech.Rep. No 965, Institute of Computer

Science AS CR v. v. i., Prague, 2006.
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1. Introduction

In this paper, we are concerned with the numerical solution of the linear mixed

Volterra-Fredholm integral equations of the form

u(x, t) = f(x, t) +

∫ t

0

∫ a

0

K(x, t, y, z)u(y, z)dydz, 0 ≤ x, y ≤ a, 0 ≤ z ≤ t ≤ T,

(1)

where f(x, t) and K(x, t, y, z) are given continuous real-valued functions defined on

[0, a]× [0, T ] and {(x, t, y, z) : x, y ∈ [0, a], 0 ≤ z ≤ t ≤ T}, respectively, and u(x, t)
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is the unknown function to be determined. With this purpose, space discretisation

is introduced, using a basis of hybrid Legendre functions, while time integration

is performed using the trapezoidal rule. We will also consider an extension of the

proposed method to nonlinear equations of the form

u(x, t) = f(x, t) +

∫ t

0

∫ a

0

K(x, t, y, z)g(y, z, u(y, z))dydz,

0 ≤ x, y ≤ a, 0 ≤ z ≤ t ≤ T, (2)

where g is nonlinear in u.
Various problems in physics, mechanics and biology lead to nonlinear mixed type

Volterra-Fredholm integral equations. In particular, such equations appear in mod-

eling of the spatio-temporal development of an epidemic, theory of parabolic initial-

boundary value problems, population dynamics, and Fourier problems [2, 4, 8].

In its general form, a mixed Volterra-Fredholm integral equation can be written

as

u(x, t) = f(x, t) +

∫ t

0

∫

Ω

K(x, t,y, z, u(y, z))dydz, (3)

where u(x, t) is an unknown real-valued function defined on D = Ω × [0, T ] and Ω

is a closed subset of Rn, n = 1, 2, 3. The functions f(x, t) and K(x, t,y, z, u) are
given functions defined on D and S = {(x, t,y, z, u) : x,y ∈ Ω, 0 ≤ z ≤ t ≤ T},
respectively [2].

Different numerical methods have been applied to approximate the solution of

equation (3) (see for example [1, 3, 5]).

In this paper we use hybrid Legendre and block-pulse functions to solve equations

of the forms (1) and (2). Hybrid Legendre functions have been applied extensively

for solving differential and integral equations and systems, and proved to be a useful

mathematical tool. In [6], a basis of shifted Legendre functions has been applied to

the numerical solution of nonlinear two-dimensional Volterra integral equations.

In comparison with the methods used previously to solve equation (3), the ad-

vantage of the present method is the high convergence rate, specially with respect

to the space variable, which allows to obtain accurate results using small matrices

and with a low computational effort (see numerical examples in Section 5). Together

with its simple implementation, this makes the present algorithm an efficient tool

for the solution of this type of equations.

The organization of the rest of the paper is as follows: In Section 2 hybrid Legen-

dre functions and their basic properties are described. In Section 3 we describe the

numerical method used to solve equation (1). In Section 4, the method is extended

to solve a class of nonlinear mixed Volterra-Fredholm integral equations. Numerical

results are reported in Section 5 and conclusions are presented in Section 6.
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2. Properties of hybrid Legendre functions

2.1. Definition and function approximation

Hybrid functions bij(x), for i = 1, 2, . . . , k, j = 0, 1, . . . ,M and h = a/k are

defined on the interval [0, a) as

bij(x) =







Lj(2x/h− 2i+ 1), (i− 1)h ≤ x < ih,

0, otherwise.

Here, Lj(x) denotes a Legendre polynomial of order j . Hybrid functions are orthog-

onal, since
∫ a

0

bij(x)bmn(x) =







h/(2j + 1), i = m and j = n,

0, otherwise.

(4)

Suppose that V = L2[0, a] and {b10(x), b11(x), . . . , bkM(x)} ⊂ V is the set of

hybrid Legendre functions and

B = span{b10(x), b11(x), . . . , b1M(x), . . . , bk0(x), bk1(x), . . . , bkM(x)},

and p(x) is an arbitrary element in V . Since B is a finite dimensional vector space,

p(x) has a unique best approximation pk,M ∈ B, such that

∀b ∈ B, ‖p− pk,M‖2 ≤ ‖p− b‖2.

Since pk,M ∈ B, there exist unique coefficients p10, p11, . . . , pkM such that

p(x) ≃ pk,M(x) =

k∑

i=1

M∑

j=0

pijbij(x) = P Tψ(x), (5)

where

P = [p10, . . . , p1M , p20, . . . , p2M , . . . , pk0, . . . , pkM ]T , (6)

and

ψ(x) = [b10(x), . . . , b1M (x), b20(x), . . . , b2M(x), . . . , bk0(x), . . . , bkM(x)]T . (7)

The hybrid coefficients pij, i = 1, 2, . . . , k, j = 0, 1, . . . ,M are obtained as

pij =
2j + 1

h

∫ ih

(i−1)h

p(x)bij(x)dx.

We now briefly describe a technique that will be used to integrate hybrid Legendre

functions.

186



2.2. Operational matrix of dual

The integration of the product of two hybrid vectors satisfies [7]:

∫ a

0

ψ(x)ψT (x)dx = D, (8)

where D is a k(M + 1)× k(M + 1) matrix of the form

D =










d O O . . . O
O d O . . . O
O O d . . . O
...

...
...

...

O O O . . . d










,

in which O is the zero matrix of order M + 1 and

d = h










1 0 0 . . . 0

0 1/3 0 . . . 0

0 0 1/5 . . . 0
...

...
...

...

0 0 0 . . . 1/(2M + 1)










.

3. Numerical method

In this section we apply a numerical method using hybrid Legendre functions to

the numerical solution of mixed Volterra-Fredholm integral equations of the form (1).

With this purpose, we consider the time step size τ as

τ =
T

N
.

Then the mesh nodes are defined by

t0 = 0, tn = tn−1 + τ, n = 1, 2, . . . , N.

Collocating equation (1) in tn, n = 0, 1, . . . , N , yields:

u(x, tn) = f(x, tn) +

∫ tn

0

∫ a

0

K(x, tn, y, z)u(y, z)dydz. (9)

Considering the notations un(x) = u(x, tn) and f
n(x) = f(x, tn) in (9), we have

u0(x) = f 0(x),

un(x) = fn(x) +

∫ tn

0

∫ a

0

K(x, tn, y, z)u(y, z)dydz, n = 1, 2, . . . , N. (10)
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Using the trapezoidal rule to perform the integration on z in (10) we obtain the

approximation

un(x) ≃ fn(x) +
tn
2n

∫ a

0

(

K(x, tn, y, t0)u
0(y) +K(x, tn, y, tn)u

n(y)+

+ 2

n−1∑

i=1

K(x, tn, y, ti)u
i(y)

)

dy. (11)

Introducing the notation Kn,i(x, y) = K(x, tn, y, ti) in (11), yields:

un(x) = fn(x)+
tn
2n

∫ a

0

(

Kn,0(x, y)u0(y)+Kn,n(x, y)un(y)+2

n−1∑

i=1

Kn,i(x, y)ui(y)
)

dy.

(12)

We approximate the functions in (12) using the method described in the previous

section as

ui(x) ≃ uik,M(x) = UT
i ψ(x) = ψT (x)Ui, (13)

fn(x) ≃ fn
k,M(x) = F T

n ψ(x) = ψT (x)Fn (14)

Kn,i(x, y) ≃ Kn,i
k,M(x, y) = ψT (x)κn,iψ(y), (15)

where Un, n = 1, 2, . . . , N , in (13) is the unknown vector, of order k(M + 1).

Substituting approximations (13)–(15) into equation (12) and using the operational

matrix of dual, we obtain

Un = Fn +
tn
2n

[

κn,0DU0 + κn,nDUn + 2

n−1∑

i=1

κn,iDUi

]

,

which can be rewritten as

(I − tn
2n
κn,nD)Un = Fn +

tn
2n

[

κn,0DU0 + 2

n−1∑

i=1

κn,iDUi

]

, n = 1, . . . , N. (16)

Equations (16) form a system of k(M + 1) linear equations in each step and can be

solved easily using direct methods.

Therefore Un, n = 1, 2, . . . , N can be computed via the recursive equation (16) using

the initial value U0 = F0.

4. Numerical solution of nonlinear mixed Volterra-Fredholm integral equa-

tions

In this section we extend our numerical method to solve nonlinear mixed Volterra-

Fredholm integral equations of the form (2).
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Considering the same partition and notations as in Section 3 and collocating

equation (2) in t = tn yields:

un(x) = fn(x) +

∫ tn

0

∫ a

0

K(x, tn, y, z)g(y, z, u(y, z))dydz. (17)

Using the composite trapezoidal integration rule for the integral part of (17) leads

to:

un(x) = fn(x) +
tn
2n

∫ a

0

(

Kn,0(x, y)g(y, t0, u
0(y)) +Kn,n(x, y)g(y, tn, u

n(y))+

+ 2

n−1∑

i=1

Kn,i(x, y)g(y, ti, u
i(y))

)

dy. (18)

Introducing the notation gi(y) = g(y, ti, u
i(y)) equation (18) can be written as

un(x) = fn(x)+
tn
2n

∫ a

0

(

Kn,0(x, y)g0(y)+Kn,n(x, y)gn(y)+2

n−1∑

i=1

Kn,i(x, y)gi(y)
)

dy.

(19)

We approximate the functions ui(x), fn(x) and Kn,i(x, y) in equation (19) using

(13)–(15) and replace gi(y) with

gi(y) ≃ gik,M(x) = GT
i ψ(x) = ψT (x)Gi, (20)

where Ui and Gi are unknown vectors of dimension k(M + 1). Then, substituting

these approximations and using the operational matrix of dual in (19) yields:

Un = Fn +
tn
2n

[

κn,0DG0 + κn,nDGn + 2

n−1∑

i=1

κn,iDGi

]

, (21)

which forms a system of k(M + 1) linear algebraic equations in terms of 2k(M + 1)

unknowns. In order to obtain a uniquely solvable system, we need k(M+1) additional

equations. For this purpose consider k(M + 1) collocation points defined by

xi,j =
h

2
(xj + 2i− 1), i = 1, 2, . . . , k, j = 0, 1, . . . ,M,

where xj , j = 0, 1, . . . ,M are the roots of Legendre polynomial of degree M + 1.

Collocating the equation g(x, tn, U
T
n ψ(x)) = GT

nψ(x) in xi,j, we obtain

g(xi,j, tn, U
T
n ψ(xi,j))−GT

nψ(xi,j) = 0, for i = 1, 2, . . . , k, j = 0, 1, . . . ,M, (22)

which is a system of k(M +1) nonlinear equations in terms of the unknown elements

of the vectors Un and Gn. Finally, systems (21) and (22) together form a system of

2k(M + 1) equations and can be solved in terms of Un and Gn using the Newton’s

iterative method. In the case t = 0, we have U0 = F0, and G0 is obtained using the

approximation of the function g(x, 0, UT
0 ψ(x)) (which is a known function) by the

hybrid Legendre functions.
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5. Numerical examples

In this section, the results of two numerical experiments are presented to vali-

date accuracy, applicability and convergence of the proposed methods. In order to

investigate the error of the method we introduce the following notations. The error

norm is denoted by

en(x) = |un(x)− ũn(x)|,
Ek,M,N(tn) = ‖en(x)‖2,

where un(x) and ũn(x) are the exact solution and the computed solution by the pre-

sented method at t = tn with selected k,M and N , respectively. For the convergence

order, with respect to h, we use the estimate:

ρk(tn) = log2 (Ek,M,N/E2k,M,N);

and for the convergence order, with respect to τ , we write

̺N (tn) = log2 (Ek,M,N/Ek,M,2N).

When using different meshes in space (time), the stepsize h (resp. τ) of each subse-

quent mesh is twice smaller.

Example 1: Consider the following linear mixed Volterra-Fredholm integral equa-

tion as discussed in [5]

u(x, t) = f(x, t) +

∫ t

0

∫ 2

0

K(x, t, y, z)u(y, z)dydz, 0 ≤ t ≤ 1, (23)

where

f(x, t) = e−t

(

cos(x) + t cos(x) +
1

2
t cos(x− 2) sin(2)

)

,

K(x, t, y, z) = − cos(x− y)e−(t−z),

with the exact solution u(x, t) = e−t cos(x). After multiplying the exact solution by

the kernel K we observe that the integrand function on the right-hand side of (23)

does not depend on z. Therefore, the outer integral can be computed exactly and

the final error of the numerical solution does not depend on τ . This is why in our

tests we only check the convergence of the method, as h → 0. We have applied the

described numerical method with M = 3 and M = 6. In both cases, we have taken

N = 100 and used three different meshes in space, with k = 2, 4, 8. The numerical

results are given in Tables 1–2. They present 4-th order convergence in the case

M = 3 and 7-th order convergence in the case M = 6.

Example 2: Consider the following nonlinear mixed Volterra-Fredholm integral

equation, which arises in the mathematical modeling of the development of an epi-

demic [1, 3]:

u(x, t) = f(x, t) +

∫ t

0

∫ 1

0

K(x, t, y, z)(1− e−u(y,z))dydz 0 ≤ t ≤ 1, (24)
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t E2,3,100 E4,3,100 ρ2 E8,3,100 ρ4
0.1 1.5659× 10−4 1.0029× 10−5 3.96 6.3032× 10−7 3.99
0.2 1.4168× 10−4 9.0747× 10−6 3.96 5.7034× 10−7 3.99
0.3 1.2820× 10−4 8.2111× 10−6 3.96 5.1606× 10−7 3.99
0.4 1.1600× 10−4 7.4297× 10−6 3.96 4.6695× 10−7 3.99
0.5 1.0496× 10−4 6.7227× 10−6 3.96 4.2252× 10−7 3.99
0.6 9.4976× 10−5 6.0829× 10−6 3.96 3.8231× 10−7 3.99
0.7 8.5938× 10−5 5.5040× 10−6 3.96 3.4593× 10−7 3.99
0.8 7.7760× 10−5 4.9803× 10−6 3.96 3.1301× 10−7 3.99
0.9 7.0360× 10−5 4.5063× 10−6 3.96 2.8322× 10−7 3.99
1.0 6.3664× 10−5 4.0775× 10−6 3.96 2.5627× 10−7 3.99

Table 1: Numerical results for Example 1

t E2,6,100 E4,6,100 ρ2 E8,6,100 ρ4
0.1 1.4847× 10−8 1.1527× 10−10 7.00 8.9936× 10−13 7.00
0.2 1.3434× 10−8 1.0430× 10−10 7.00 8.1378× 10−13 7.00
0.3 1.2156× 10−8 9.4374× 10−11 7.00 7.3634× 10−13 7.00
0.4 1.0999× 10−8 8.5393× 10−11 7.00 6.6626× 10−13 7.00
0.5 9.9528× 10−9 7.7267× 10−11 7.00 6.0286× 10−13 7.00
0.6 9.0056× 10−9 6.9914× 10−11 7.00 5.4549× 10−13 7.00
0.7 8.1486× 10−9 6.3261× 10−11 7.00 4.9358× 10−13 7.00
0.8 7.3732× 10−9 5.7241× 10−11 7.00 4.4661× 10−13 7.00
0.9 6.6715× 10−9 5.1794× 10−11 7.00 4.0411× 10−13 7.00
1.0 6.0366× 10−9 4.6865× 10−11 7.00 3.6565× 10−13 7.00

Table 2: Numerical results for Example 1

where

f(x, t) = − ln

(

1 +
xt

1 + t2

)

+
xt2

8(1 + t)(1 + t2)
,

K(x, t, y, z) =
x(1 − y2)

(1 + t)(1 + z2)
.

Its exact solution is u(x, t) = − ln(1 + xt/(1 + t2)). The results of the numerical

experiments with this example are displayed in Tables 3–4. In Table 3, τ is kept

constant, with N = 1000, and M = 2 (quadratic polynomials). Note that with

such value of N resulting from the time discretization is negligible when compared

with the final error, so we can again investigate the dependence of the error on h.
The error norms on three different meshes (k = 2,k = 4, and k = 8) show that the

discretization error depends on h as O(h3). Finally, we have investigated the depen-
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t E2,2,1000 E4,2,1000 ρ2 E8,2,1000 ρ4
0.1 6.6527× 10−7 8.3258× 10−8 2.99 1.0430× 10−8 2.99
0.2 4.3442× 10−6 5.4526× 10−7 2.99 6.8263× 10−8 2.99
0.3 1.1613× 10−5 1.4632× 10−6 2.98 1.8332× 10−7 2.99
0.4 2.1268× 10−5 2.6906× 10−6 2.98 3.3741× 10−7 2.99
0.5 3.1480× 10−5 3.9972× 10−6 2.97 5.0173× 10−7 2.99
0.6 4.0666× 10−5 5.1791× 10−6 2.97 6.5060× 10−7 2.99
0.7 4.7867× 10−5 6.1096× 10−6 2.97 7.6794× 10−7 2.99
0.8 5.2746× 10−5 6.7421× 10−6 2.96 8.4777× 10−7 2.99
0.9 5.5411× 10−5 7.0882× 10−6 2.96 8.9148× 10−7 2.99
1.0 5.6206× 10−5 7.1916× 10−6 2.96 9.0452× 10−7 2.99

Table 3: Numerical results for Example 2

t E16,2,20 E16,2,40 ̺20 E16,2,80 ̺40
0.1 1.6164× 10−6 4.0346× 10−7 2.00 1.0083× 10−7 2.00
0.2 5.5511× 10−6 1.3861× 10−6 2.00 3.4654× 10−7 1.99
0.3 1.0347× 10−5 2.5844× 10−6 2.00 6.4635× 10−7 1.99
0.4 1.4797× 10−5 3.6966× 10−6 2.00 9.2489× 10−7 1.99
0.5 1.8199× 10−5 4.5474× 10−6 2.00 1.1383× 10−6 1.99
0.6 2.0349× 10−5 5.0854× 10−6 2.00 1.2736× 10−6 1.99
0.7 2.1372× 10−5 5.3413× 10−6 2.00 1.3384× 10−6 1.99
0.8 2.1534× 10−5 5.3825× 10−6 2.00 1.3494× 10−6 1.99
0.9 2.1122× 10−5 5.2798× 10−6 2.00 1.3242× 10−6 1.99
1.0 2.0371× 10−5 5.0923× 10−6 2.00 1.2777× 10−6 1.99

Table 4: Numerical results for Example 2

dence of the error on τ . With this purpose, we have used three different stepsizes

in time corresponding to N = 20, N = 40 and N = 80, keeping the stepsize h fixed

(k = 16). For such stepsizes, the error resulting from the space discretization is much

smaller than the component depending on τ . In this case, the results displayed in

Table 4 show clearly that the error behaves as τ 2.

6. Conclusion

A new method is proposed for the numerical solution of linear and nonlinear

mixed Volterra-Fredholm integral equations. The numerical scheme combines the

trapezoidal rule, for integration in time, and piecewise polynomial approximation,

for space discretisation. The hybrid Legendre functions and the operational matrix of

dual are applied to reduce the problem to an algebraic system of nonlinear equations,
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which is solved by the Newton method. The computational method was tested

using a sample of numerical examples, including an equation arising in the modeling

of spatio-temporal development of an epidemic (Example 2), which was formerly

analysed by other authors [1, 3]. Our results for this example (see Tables 3–4)

have the same degree of accuracy (6 digits) as the results presented in [3], obtained

by means of a collocation scheme with Gaussian points, both in time and space.

The numerical experiments suggest that the convergence order is O(hM+1) +O(τ 2),
which is in agreement with the known properties of methods based on piecewise

polynomial collocation and trapezoidal rule. We leave as a future work the analysis

of convergence.
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1. Introduction

In this paper, we confine our attention to error control of Galerkin-type mesh-

free methods, more specifically to error control of the reproducing kernel particle

method (RKPM). From an error control point of view this has the advantage that

error estimation techniques, as extensively developed for the finite element method,

can generally be transferred to RKPM as they are both Galerkin methods.

Although meshfree methods offer several obvious advantages for a posteriori er-

ror control, the development of error estimators is surprisingly still in an early stage.
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To date, the largest class of error estimators for meshfree methods constitutes of

recovery-type error estimators. Mathematically more sound error estimators can

be found in the class of residual-type error estimators. By construction, such error

estimators have the virtue to offer error bounds. However, owing to several pes-

simistic inequalities that are usually used in their derivations, the error bounds of

residual-type error estimators are typically not as sharp as the error approximations

of recovery-type error estimators. Subclasses of this type of error estimation pro-

cedures constitute of explicit-type estimators, where the residual is used directly in

the line of the pioneering works by Babuška & Rheinboldt [3, 4], and implicit-type

estimators, where auxiliary local problems based on the residual are solved in the

line of Bank & Weiser [6].

To the knowledge of the authors, in meshfree methods each of these subclasses

currently consists of one representative. An explicit residual-type error estimator

was developed by Duarte & Oden [8] for the meshfree method by the same authors,

called h-p clouds. More recently, Vidal et al. [14] presented an implicit residual-

type error estimator, where the auxiliary local problems are solved on patches of the

integration cells so that no fluxes need to be taken into account. The authors are

also the first ones who derived goal-oriented error estimators for meshfree methods.

In this paper, we follow Rüter & Chen [11] to add a new error estimator to the

class of implicit residual-type error estimators for meshfree methods based on the

finite element counterpart as introduced by Bank & Weiser [6] and further developed

by Ainsworth & Oden [1] and others, see also Babuška & Strouboulis [5]. The error

estimator presented in this paper is first derived for an energy-norm error control

and is later extended to goal-oriented error estimation. It takes advantage of two key

properties of meshfree methods. The first one is the high regularity of the meshfree

solution which is reflected in a smooth stress field and thus in a smooth traction

field. The second one is the independence of the particles from the integration cells

which makes it possible to use different discretizations for the primal and for the

dual problem, as used for the goal-oriented error estimator, at no additional cost.

This multi-space approach thus bypasses the tedious transfer of discrete solutions

from one mesh to the other as is required for mesh-based methods, such as the finite

element method, as shown in Rüter et al. [12]. It is therefore tailored to meshfree

methods and adds versatility and convenience to the goal-oriented error estimator

proposed in this paper.

The paper is divided up as follows: in Section 2, the model problem of linear

elasticity is presented. Furthermore, the meshfree method, RKPM, is introduced.

Section 3 focuses on the derivation of a global implicit residual-type error estimator.

In Section 4, the error estimator is extended to the case of goal-oriented error estima-

tors where the error measure is given in terms of an arbitrary, user-defined quantity

of interest. Thereby, emphasis is placed on the multi-space approach. The error

estimator is then applied to a linear elastic fracture mechanics (LEFM) problem in

Section 5. The paper concludes with Section 6, which summarizes the major findings

achieved from theoretical and numerical points of view.
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2. The model problem and its meshfree discretization

In this section, we briefly present the linear elasticity problem in its strong and

weak forms. Furthermore, we show how a meshfree Galerkin method can be con-

structed based on reproducing kernel (RK) shape functions.

2.1. Strong and weak forms

We first introduce the elastic body which is given by the open, bounded domain

Ω ⊂ R
d with dimension d ∈ {1, 2, 3}. Its boundary Γ = ∂Ω consists of two disjoint

parts ΓD ⊂ Γ and ΓN = Γ \ Γ̄D, where, for simplicity, homogeneous Dirichlet and

(generally inhomogeneous) Neumann boundary conditions are imposed, respectively.

The strong form of the elliptic and self-adjoint model problem of linear elasticity

is to find the displacement field u such that the field equations

− divσ(u) = f in Ω (1a)

σ − C : ε(u) = 0 in Ω (1b)

ε−∇
symu = 0 in Ω (1c)

subjected to the boundary conditions

u = 0 on ΓD (2a)

σ(u) · n = t̄ on ΓN (2b)

are fulfilled. In the above, σ denotes the stress tensor, ε is the strain tensor, and C

is the elasticity tensor. Furthermore, on the right-hand sides of (1) and (2) we have

prescribed body forces f and tractions t̄ that are assumed to be in the spaces L2(Ω)

and L2(ΓN), respectively. Lastly, n denotes the unit outward normal.

In the classical weak formulation associated with (1) and (2) we seek for a solu-

tion u in the trial and test space V0 = {v ∈ H1(Ω) ; v|ΓD
= 0} ⊂ V = H1(Ω) such

that

a(u, v) = F (v) ∀v ∈ V0. (3)

Here, a is a bilinear form defined on V × V as

a(u, v) =

∫

Ω

σ(u) : ε(v) dV (4)

and F is a linear form defined on V as

F (v) =

∫

Ω

f · v dV +

∫

ΓN

t̄ · v dA. (5)

2.2. Reproducing kernel shape functions

In the associated meshfree Galerkin formulation of the weak form (3), we

project (3) onto a suitable finite-dimensional subspace Vh ⊂ V with

Vh = span {ΨI}nP

I , (6)
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where nP is the number of particles xI ∈ Ω̄. A function vh ∈ Vh can then be

expressed as

vh(x) =
∑

nP

ΨI(x)vI ∀x ∈ Ω̄. (7)

Here, vI is a particle coefficient but, as opposed to the finite element method, in

general not the value of vh at particle xI , i.e. vI 6= vh(xI), since, in general, the

reproducing kernel (RK) shape functions ΨI do not possess the Kronecker-delta prop-

erty (unlike the finite element shape functions), i.e. ΨI(xJ) 6= δIJ . Thus, Dirichlet

boundary conditions cannot be satisfied by functions vh ∈ Vh. As a consequence, it

is obvious that, in general, Vh 6⊂ V0.

The meshfree RK shape function ΨI associated with a particle xI takes the

specific form

ΨI(x) = Φ(x− xI)H
T (0)M−1(x)H(x− xI) (8)

with kernel function Φ, typically chosen as a cubic B-spline, vector of monomial

basis functions H , and the symmetric moment matrix

M(x) =
∑

nP

Φ(x− xI)H(x− xI)H
T (x− xI). (9)

Note that since M needs to be invertible, the support of the kernel function Φ, i.e.

suppΦ, needs to cover a sufficient amount of particles, see [7].

2.3. The reproducing kernel particle method

RKPM is a Galerkin method based on the RK shape functions as introduced in

the previous section. As such, it is clear from the above that (homogeneous) Dirichlet

boundary conditions on ΓD are generally not fulfilled by the method. Without

loss of generality, in this paper we make use of Nitsche’s method to weakly impose

the Dirichlet boundary conditions, see [10, 2], which leads to the following discrete

problem associated with (3): find the RKPM solution uh ∈ Vh such that

ah(uh, vh) = F (vh) ∀vh ∈ Vh. (10)

Here, the discretization-dependent, symmetric bilinear form ah is defined as

ah(uh, vh) = a(uh, vh)−
∫

ΓD

vh ·σ(uh)·n dA−
∫

ΓD

uh ·σ(vh)·n dA+
β

h

∫

ΓD

uh ·vh dA

(11)

with discretization parameter h and penalty parameter β ∈ R
+ that takes the role of

a stabilization parameter. Note that the right-hand side remains unchanged, since

homogeneous boundary conditions are imposed on ΓD.

3. Implicit energy norm residual-type error estimation

In what follows, we will derive an energy-norm error estimator of implicit residual

type, which is based on a projected error residual equation to account for Nitsche’s

method and to get a symmetric form. The error estimator is established in terms of

local forms of the projected error residual equation on each (Gauss) integration cell.
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3.1. The error residual equation

The discretization error is defined in the usual way as e = u−uh. However, the

error e as obtained by RKPM is an element of VE = {v ∈H1(Ω) ; v|ΓD
= e|ΓD

} ⊂ V
rather than V0 as in mesh-based methods thanks to the Kronecker delta property of

the mesh-based shape functions.

The starting point of our a posteriori error analysis will be the (extended) error

residual equation

a(e, v)−
∫

ΓD

v · σ(e) · n dA = R̂(v) ∀v ∈ V, (12)

where the extended residual R̂ is defined on V as

R̂(v) = F (v)− a(uh, v) +

∫

ΓD

v · σ(uh) · n dA (13a)

=

∫

Ω

f · v dV +

∫

ΓN

t̄ · v dA−
∫

Ω

σ(uh) : ε(v) dV +

∫

ΓD

th · v dA. (13b)

Note that if v is chosen from V0, then (12) simplifies to the well-known equation

a(e, v) = R(v). Obviously, coercivity is an issue in (12). Therefore, and also to deal

with the bilinear form a only, we propose to introduce a projection of the error in

VE, denoted by ê and with the obvious property ê|ΓD
= e|ΓD

. This projection is

defined via

a(ê, v) = a(e, v)−
∫

ΓD

v · σ(e) · n dA ∀v ∈ V (14)

and leads to the projected error residual equation

a(ê, v) = R̂(v) ∀v ∈ V (15)

with coercive bilinear form a. Using the discretization-dependent norm

‖v‖21
2
,h
=
∑

E⊂ΓD

h−1
E ‖v‖2L2(E), (16)

with edge discretization parameter hE and edge E, the Cauchy-Schwarz inequality,

and an inverse estimate with positive constant C, it can be shown, see [11], that

|||e||| ≤ |||ê|||+ C‖ê‖ 1

2
,h (17)

holds, where ||| · ||| is the energy norm. Note that if ê = e = 0 on ΓD, then |||ê||| = |||e|||.

3.2. The energy-norm a posteriori error estimator

The general idea to derive an implicit residual-type a posteriori error estimator

is to solve an approximation of the (projected) error residual equation (15). This
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usually requires higher-order trial and test spaces because of the Galerkin orthogo-

nality and would be computationally too expensive if computed globally. Therefore,

the (projected) error residual equation (15) is solved in subdomains of the elastic

body Ω, which can be chosen in a meshfree method as the integration cells.

The trial space for the local problems in each of the ni integration cells Ωi is

thus defined as VE,i = {v|Ωi
; v ∈ VE}. Likewise, the local test space becomes Vi =

{v|Ωi
; v ∈ V}. Consequently, the local bilinear form ai on Vi × Vi is given by

ai(ê|Ωi
, v) =

∫

Ωi

σ(ê|Ωi
) : ε(v) dV. (18)

Similarly, the local extended residual R̂i on Vi reads

R̂i(v) =

∫

Ωi

f |Ωi
· v dV +

n
l∑

l=1

∫

E
l
⊂∂Ωi

tl · v dA−
∫

Ωi

σ(uh|Ωi
) : ε(v) dV, (19)

where nl is the number of edges El of an integration cell and tl = σ(u|Ωi
) ·n are the

exact tractions if El 6⊂ ΓD, otherwise tl = σ(uh|Ωi
) · n are the RKPM tractions.

With the above local forms (18) and (19) at hand, the projected discretization

error restricted to an integration cell, i.e. ê|Ωi
, satisfies the local form of the (pro-

jected) error residual equation (15) given as

ai(ê|Ωi
, v) = R̂i(v) ∀v ∈ Vi. (20)

Note that this a pure Neumann problem for each integration cell Ωi. However, the

extended residual R̂i involves the generally unknown traction field tl. Therefore, we

replace the exact tractions tl in (19) by a computable traction field on each edge of

the integration cell El ⊂ ∂Ωi, denoted by t̃l,h. The residual (19) then turns into

R̃i(v) =

∫

Ωi

f |Ωi
· v dV +

n
l∑

l=1

∫

E
l
⊂∂Ωi

t̃l,h · v dA−
∫

Ωi

σ(uh|Ωi
) : ε(v) dV. (21)

From the requirement that the sum of the local residuals over all integration cells

should match the global residual, it follows that t̃l,h need to be compatible between

the integration cells and that they need to fulfill the Neumann boundary conditions.

The first requirement is already fulfilled by the RKPM tractions and the second

requirement is obviously trivial to fulfill.

Replacing R̂i by the computable residual R̃i in the local error residual equa-

tion (20) then yields the local problem

ai(ψi, v) = R̃i(v) ∀v ∈ Vi, (22)

which we solve for a solution ψi ∈ VE,i that can be seen as an approximation of ê|Ωi

depending on the accuracy of the tractions t̃l,h. However, as mentioned above, (22) is
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a pure Neumann problem. The solvability of (22) thus requires that the computable

tractions t̃l,h are also equilibrated, which results in additional computational efforts.

The summation of the local problems (22) over all ni integration cells and sub-

sequent application of the Cauchy-Schwarz inequality then yields the constant-free

energy-norm estimator for the projected discretization error

|||ê||| ≤
(
∑

ni

ai(ψi,ψi)

) 1

2

, (23)

which bears resemblance to its finite element counterpart as originally introduced by

Bank & Weiser [6] and Ainsworth & Oden [1].

From (17) we then immediately infer that the discretization error e, measured in

the energy norm, can be bounded from above as

|||e||| ≤
(
∑

ni

ηi

) 1

2

+ C

(
∑

E
l
⊂ΓD

h−1
E ηE

) 1

2

. (24)

Here, ηi = ai(ψi,ψi) is the error estimator in the domain and ηE = ‖ê‖2L2(E) is the

computable error on the Dirichlet boundary ΓD.

Note that, in general, it is not required that the local problems (22) are solved

with the same numerical method as used to approximate the model problem (3).

Since the local problems are Neumann problems, the finite element method or RKPM

can both be used with a sufficiently high polynomial order.

4. Goal-oriented a posteriori error estimation

For the practical engineer, further error measures than the energy norm are often

of bigger interest, e.g. the error of the fracture criterion within the framework of lin-

ear elastic fracture mechanics (LEFM), see Stone & Babuška [13]. In the terminology

of goal-oriented error estimation, the fracture criterion is an example of a quantity

of interest and our aim is to control the error of such quantities of interest. The

derivation of the goal-oriented error estimator follows the well-established duality

strategy as originally elaborated by Eriksson et al. [9] and others.

4.1. The dual problem based on a multi-space approach

Let the quantity of interest be given by the linear or linearized functional Q
defined on V0. Then the dual problem of (3) asks to find a solution

∗

u ∈ V0 such that

a(v,
∗

u) = Q(v) ∀v ∈ V0. (25)

Note that since the linear elasticity problem is self adjoint, a is symmetric and

thus (25) results from the primal problem (3) by simply replacing the right-hand

side.
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For the associated meshfree RKPM discretization of the above dual problem (25),

we introduce the finite-dimensional subspace
∗

Vh ⊂ V. In the most general case,
∗

Vh is

different from Vh, which means that, compared to the discretization of the primal

problem (3), we may use a different set of particles and even different RK shape

functions for the Galerkin approximation of the dual solution. The homogeneous

Dirichlet boundary conditions (2a) are again weakly imposed using Nitsche’s method,

which results in the discrete problem of finding a solution
∗

uh ∈
∗

Vh such that

ah(vh,
∗

uh) = Q(vh) ∀vh ∈
∗

Vh (26)

with associated discretization error
∗

e =
∗

u− ∗

uh.

4.2. The goal-oriented error estimator

To estimate the error of the quantity of interest Q, the general strategy is to

set v = e in the dual problem (25). Note, however, that v is required to be in

the space V0 in (25), whereas e is an element of VE . Similar to the error residual

equation in Section 3.1, we therefore need to extend the dual problem (25) to the

case where v can be chosen from V, which results in

Q(e) = a(e,
∗

e)−
∫

ΓD

e · σ( ∗

e) · n dA−
∫

ΓD

∗

e · σ(e) · n dA

+ R̂(
∗

uh)−
∫

ΓD

e · σ( ∗

uh) · n dA.

(27)

Note that the last two terms in (27) are exactly computable.

As can be observed from (27), the (extended) residual of the primal problem R̂
needs to be computed in terms of the RKPM solution of the dual problem

∗

uh.

This mainly requires to integrate the dual RKPM solution
∗

uh using the integration

cells Ωi of the primal problem. Since the particles are independent from the mesh,

this computation is “a piece of cake”, as opposed to a mesh-based method, where

the transfer of the solution from one mesh to the other mesh can be tedious, see [12]

for more details in this respect.

The first three terms on the right-hand side of (27) can now be estimated using the

Cauchy-Schwarz inequality and an inverse estimate, see [11]. If the dual discretization

is kept constant during adaptive refinements, then we arrive at the error estimate

|Q(e)| ≤ C1|||ê|||+ C2‖ê‖ 1

2
,h + |R(

∗

uh)−
∫

ΓD

e · σ( ∗

uh) · n dA|, (28)

where the positive constants C1 and C2 include several constants. The first term in

the above estimate can be estimated using the energy-norm error estimator (23).

If, in addition, the errors on the Dirichlet boundary vanish, this estimate can be

simplified even further to

|Q(e)| ≤ C1|||ê|||+ |R(
∗

uh)| (29)

with constant C1 = |||
∗

ê|||.
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Figure 1: System and loading, measurements in mm

Figure 2: Primal error distribution Figure 3: Dual error distribution

5. Numerical example: 4-point bending

In this section, we aim at investigating the goal-oriented error estimator for the

case of the J-integral as an example for a nonlinear quantity of interest in LEFM. In

a material force setting within Eshelbian mechanics, the J-integral takes the form

J(u) = −
∫

ΩJ

Σ(u) :H(qx̄) dA. (30)

Here, q is a C0-function with q = 1 at the crack tip and q = 0 on ΓJ = ∂ΩJ \ Γc.

Moreover, H(·) = ∇(·) is the gradient tensor and Σ = WsI−HT ·σ is the Newton-

Eshelby stress tensor with the specific strain-energy function Ws = 1/2ε : C : ε and

the identity tensor I. The linearized quantity of interest Q is then defined as

Q(v) = −
∫

ΩJ

Σlin(uh) :H(v) dA, (31)

where we introduced the linearized stress tensor

Σlin(uh) = div(qx̄)σ(uh)− σ(uh) ·HT (qx̄)−H(qx̄) :
[
HT (uh) · C

]
. (32)
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Figure 4: Adaptive primal refinement Figure 5: Adaptive dual refinement

The system in this example is a pre-cracked glass plate in plane-stress state sub-

jected to 4-point bending, as illustrated in Figure 1. The material data is given in

terms of Young’s modulus E = 64.000 N/mm2 and Poisson’s ratio ν = 0.2. The load
in this example is |t̄| = 1 N/mm2. The reference value J(u) = 0.016186862 kJ/m2

was computed using an adaptively refined Q2 finite element mesh with 2.434.140 de-

grees of freedom (for the discretized half of the system).

As can be seen, the linearization depends on the solution of the primal problem.

Therefore, one needs to solve the primal problem, use its solution to create the load

of the dual problem, solve the dual problem and use the solution of both the primal

and the dual problem to estimate the error of the J-integral. These steps can be

easily carried out using the proposed multi-space RKPM approach.

In Figs. 2 and 3 the distribution of the exact error in each integration cell is

visualized for both the primal and the dual problem (darker areas indicate larger

errors). Accordingly, it can be expected that the error estimator finds the regions

and refines the particles where large errors appear. This can be verified in terms of

the 13-th primal refinement and 10-th dual refinement, see Figs. 4 and 5, respectively.

A comparison of various methods to deal with the dual problem is plotted in

Figs. 6 and 7. It can be observed that the convergence rate is decreased when the dual

discretization remains constant, which becomes clear from the error estimate (28).

It can also be seen that when a fine dual discretization is used, the error is much

smaller and thus the error tolerance could be reached with far less refinement steps

compared to the other cases. A coarse and constant dual discretization, on the

other hand, has the advantage of being computationally inexpensive. For a higher

convergence rate, especially in the case of adaptive refinements, it is recommendable

to refine both the primal and the dual discretization. The presented multi-space

approach allows in this case to refine both problems independently and conveniently,

which is not straightforwardly possible using a mesh-based method. Moreover, the

refinement process itself is much easier using a meshfree method, because particles

can be easily added and even removed from the discretization.
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Figure 6: Estimated error Q(e) ≈
J(u)− J(uh), uniform refinements

Figure 7: Estimated error Q(e) ≈
J(u)− J(uh), adaptive refinements

6. Conclusions

In this paper, both an implicit energy-norm and a goal-oriented a posteriori

error estimator for RKPM approximations were derived and implemented. As it

turned out, the main problem in the derivation of the error estimator is the violation

of Dirichlet boundary conditions in meshfree methods. To cope with this problem,

a projected error and thus a projected error residual equation were introduced. Since

the RKPM particles are independent from the integration cells, a multi-space ap-

proach could easily be established allowing to use different discretizations for the

primal and the dual problem. The error estimator was successfully applied to the

J-integral as a crack propagation criterion in LEFM, offering the possibility to use

only one (coarse or fine) dual solution within the refinement scheme and thus either

obtaining less accurate but inexpensive (for the coarse solution) or more accurate

but also more expensive (for the fine solution) error estimates.
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[13] Stone, T. J. and Babuška, I.: A numerical method with a posteriori error estima-

tion for determining the path taken by a propagating crack. Comput. Methods

Appl. Mech. Engrg. 160 (1998), 245–271.

[14] Vidal, Y., Parés, N., Dı́ez, P., and Huerta, A.: Bounds for quantities of interest

and adaptivity in the element-free Galerkin method. Int. J. Numer. Meth.

Engng. 76 (2008), 1782–1818.

205



Conference Applications of Mathematics 2015, in honor of the birthday
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Abstract: We study systems of two nonlinear reaction-diffusion partial
differential equations undergoing diffusion driven instability. Such systems
may have spatially inhomogeneous stationary solutions called Turing patterns.
These solutions are typically non-unique and it is not clear how many of them
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1. Introduction

Nonlinear systems of reaction-diffusion equations are universally recognized in-
struments for modelling various phenomena in chemistry, biology, and ecology. Their
popular applications include, but are not limited to, symmetry breaking, biochemical
reactions, tumour vascularization, predator-prey models or skin and coat patterns in
animals.

Research of the diffusion driven instability initiated Alan Turing in 1952 by his
seminal paper [13], where he presented a counter-intuitive property of systems of two
reaction-diffusion equations of the form

∂u

∂t
=D1∆u+ f(u, v) in (0,∞)× Ω, (1)

∂v

∂t
=D2∆v + g(u, v) in (0,∞)× Ω, (2)

where u = u(t, x), v = v(t, x) correspond to concentrations of two chemical species,
the domain Ω ⊂ R2 models a chemical reactor, D1, D2 are diffusion coefficients
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and f(u, v), g(u, v) are nonlinear reaction terms representing chemical reactions.
We assume existence of constants us, vs ∈ R such that f(us, vs) = g(us, vs) = 0.
Clearly, these constants form a stationary solution of system (1)–(2) known as the
ground state. In addition, these constants can be seen as a solution to the system of
ordinary differential equations (ODE) coming from (1)–(2) for D1 = D2 = 0. Turing
demonstrated that if us, vs is a linearly stable uniform stationary solution of this
ODE system then us, vs seen as a solution to system (1)–(2) can become unstable
for D1 6= 0, D2 6= 0 and its small spatially inhomogeneous perturbations may evolve
to an inhomogeneous steady state. Such steady state is known as Turing pattern.
However, the diffusion driven instability can occur only for a limited set of values of
D1 and D2 and possible other parameters of (1)–(2). These values can be identified
by means of the well known linear analysis, see e.g. [7].

There is a number of models exhibiting the diffusion driven instability and Turing
patterns. For example, Thomas model [11] of substrate inhibition, Schnakenberg
model [10] describing a hypothetical trimolecular reaction, Gray and Scott model [3]
for an autocatalytic reaction in a tank reactor, BMA model [1] for symmetry breaking
in morphogenesis and LLM model [5] for pigment pattern generation on coats of
leopards and jaguars.

The mentioned linear analysis describes well the initial evolution of small pertur-
bations of the ground state, but it yields no information about their development if
they grow sufficiently large. Existing analytical results about solutions farther away
from the ground state are limited. Therefore, we study them numerically. We are
then limited to an empirical study of a particular case only, but we aim to collect
a large amount of data, process them by statistical methods and draw more general
conclusions.

In this contribution we present results of a particular numerical study focused on
the number of distinct Turing patters in the LLM model [5]. In this experiment we
initiated the evolution with several thousand distinct initial conditions, solve them by
a fast numerical scheme, and postprocess the obtained results by nontrivial methods
to identify patterns that are identical up to natural symmetries of the problem. The
following section introduces periodic boundary conditions and the corresponding
symmetries of the problem. Section 3 briefly describes the spectral Fourier method.
Section 4 introduces the LLM model, its particular setting, and explains how the
computed results are postprocessed and analysed. Section 5 presents the obtained
results, especially the numbers of distinct equivalence classes of stationary solutions.
Finally, Section 6 draws conclusions and offers prospects for further research.

2. Boundary conditions and problem symmetries

Within this paper, we consider the domain Ω to be a square Ω = (0, L)2. The
reaction-diffusion system (1)–(2) is usually equipped with no flux boundary condi-
tions. However, we will consider periodic boundary conditions, because they are
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natural for the spectral Fourier method, which we will use below. In particular, we
consider these periodic boundary conditions:

u(0, y) = u(L, y) ∀y ∈ (0, L) and u(x, 0) = u(x, L) ∀x ∈ (0, L), (3)

v(0, y) = v(L, y) ∀y ∈ (0, L) and v(x, 0) = v(x, L) ∀x ∈ (0, L), (4)

∂xu(0, y) = ∂xu(L, y) ∀y ∈ (0, L) and ∂yu(x, 0) = ∂yu(x, L) ∀x ∈ (0, L), (5)

∂xv(0, y) = ∂xv(L, y) ∀y ∈ (0, L) and ∂yv(x, 0) = ∂yv(x, L) ∀x ∈ (0, L). (6)

Since the square domain and these periodic boundary conditions are invariant
with respect to mirroring and rotations by π/2, we show that the stationary solutions
of problem (1)–(2) with boundary conditions (3)–(6) possess the same symmetries.
To be rigorous, we define the mirror image of a function u defined in Ω by

ū(x, y) = u(L− x, y). (7)

Similarly, we define a function rotated by π/2 (counter-clockwise) as

û(x, y) = u(L− y, x). (8)

Further, the periodic boundary conditions enable to shift a stationary solution peri-
odically in such a way that it remains a stationary solution. To be precise, we define
a periodic shift of a function u by a vector (r, s) ∈ (0, L)2 as

ũ(x, y) =


u(x+ r, y + s) for x ∈ (0, L− r), y ∈ (0, L− s),
u(x+ r, y + s− L) for x ∈ (0, L− r), y ∈ (L− s, L),

u(x+ r − L, y + s) for x ∈ (L− r, L), y ∈ (0, L− s),
u(x+ r − L, y + s− L) for x ∈ (L− r, L), y ∈ (L− s, L).

(9)

Lemma 1. Let u, v ∈ C2(Ω) ∩C0(Ω) form a stationary solution to problem (1)–(2)
with boundary conditions (3)–(6). Then both pairs of functions ū, v̄ and û, v̂ defined
by (7) and (8), respectively, are stationary solutions to (1)–(2) with (3)–(6) as well.
Moreover, if the shifted functions ũ, ṽ given by (9) with arbitrary (r, s) ∈ (0, L)2 are
both in C2(Ω) then they again form a stationary solution to (1)–(2) with (3)–(6).

Proof. It is easy to verify that all ū, v̄ and û, v̂ are in C2(Ω) ∩ C0(Ω) and that they
satisfy the periodic boundary conditions (3)–(6). Further, let (x, y) ∈ Ω. Then it is
easy to see that ∆ū(x, y) = ∆u(L − x, y), ∆û(x, y) = ∆u(L − y, x), and similarly
for v̄ and v̂. Since u, v satisfy equations (1)–(2) at both points (L − x, y) ∈ Ω and
(L− y, x) ∈ Ω, we conclude that both pairs ū, v̄ and û, v̂ satisfy the same equations
at (x, y).

Concerning the shifted functions ũ, ṽ we may proceed in the same way. The only
difficulty is the fact that the periodic shift ũ, ṽ need not automatically be in C2(Ω)
and therefore the additional assumption is needed.
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3. Spectral Fourier collocation method

To solve problem (1)–(2) with periodic boundary conditions (3)–(6) efficiently, we
employ the spectral Fourier collocation method [4, 12]. In order to briefly introduce
the main idea of the method, we consider a 2π-periodic function z(x) sampled on
the spatial discretization grid xj = 2πj/N with zj = z(xj), j = 0, 1, 2, . . . , N .
Note that we consider N to be even for simplicity. By periodicity of z(x) we have
z0 = zN . Using the discrete Fourier transform (DFT) and the inverse discrete Fourier
transform (IDFT), both properly defined and discussed in [12], we can compute the
derivatives wj = z′(xj), j = 1, . . . , N , by the following procedure:

1. Compute the DFT ẑk = (2π/N)
∑N

j=1 exp(−ikxj)zj, k = −N/2 + 1, . . . , N/2.

2. Set ŵk = ikẑk, k = −N/2 + 1, . . . , N/2.

3. Compute the IDFT wj = (1/(2π))
∑N/2

k=−N/2+1 exp(ikxj)ŵk, j = 1, . . . , N .

Similarly, the second derivative wj = z′′(xj) can be computed by the same procedure,
but item 2 has to be replaced by ŵk = −k2ẑk, k = −N/2 + 1, . . . , N/2.

This idea can be easily applied in two dimensions as well. Let us consider par-
titions xm = 2πm/N and yn = 2πn/N , m,n = 1, 2, . . . , N , of [0, 2π] corresponding
to x and y directions. Set um,n = u(xm, yn), vm,n = v(xm, yn), fm,n = f(um,n, vm,n),
and gm,n = g(um,n, vm,n). The two-dimensional DFT of um,n is defined as

ûk,` =
4π2

N2

N∑
m=1

N∑
n=1

exp(−i(kxm + `yn))um,n, k, ` = −N/2 + 1, . . . , N/2, (10)

and similarly for v̂k,`, f̂k,`, and ĝk,`. Correspondingly, the two-dimensional IDFT
of ûk,` is

um,n =
1

4π2

N/2∑
k=−N/2+1

N/2∑
`=−N/2+1

exp(i(kxm + `yn))ûk,`, m, n = 1, 2, . . . , N. (11)

In order to use the DFT (10) for equations (1) and (2), we first transform vari-
ables to map [0, L] into [0, 2π] and then we obtain the following system of ordinary
differential equations for the Fourier images ûk,` and v̂k,`:

dûk,`
dt

= −D1
4π2

L2
(k2 + `2)ûk,` + f̂k,` k, ` = −N/2 + 1, . . . , N/2, (12)

dv̂k,`
dt

= −D2
4π2

L2
(k2 + `2)v̂k,` + ĝk,` k, ` = −N/2 + 1, . . . , N/2. (13)

Here, f̂k,` and ĝk,` are computed by the DFT (10) from fm,n = f(um,n, vm,n) and
gm,n = g(um,n, vm,n), where the values of um,n and vm,n have to be computed from
the Fourier images ûk,` and v̂k,` by the IDFT (11).

In order to solve the system of ordinary differential equations (12) efficiently, we
utilize the fourth order Runge-Kutta method as in [4] and the fast Fourier transform.
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Figure 1: The left panel shows the component v of the stationary solution of prob-
lem (14)–(15) with periodic boundary conditions (3)–(6) as it evolved from a small
random initial condition illustrated in the right panel.

4. Problem setting and postprocessing of results

For the numerical study presented below, we will consider the LLM model [5]. It
consists of the following reaction-diffusion system:

∂u

∂t
= Dδ∆u+ αu+ v − r2uv − αr3uv

2, (14)

∂v

∂t
= δ∆v − αu+ βv + r2uv + αr3uv

2 (15)

with D = 0.45, δ = 6, α = 0.899, β = −0.91, r2 = 2, and r3 = 3.5. These
parameter values yield stationary solutions that correspond to spotted patterns, see
Figure 1 (left) for a typical pattern and Figure 1 (right) for the corresponding initial
condition. Our main interest is to find how many different patterns can evolve
from small random initial conditions. Note that the two components u and v are
complementary to each other in the sense that local maxima of u correspond to local
minima of v. Therefore, we concentrate on the component v only in what follows.

All patterns in this paper including Figure 1 are computed by the spectral Fourier
collocation method with the following setting. The domain is a square Ω = (0, L)2

with L = 200. The discretization grid contains N = 144 points in every direction.
Initial conditions are generated as a uniformly distributed random number within
(−0.05, 0.05) for every node of the grid. These initial conditions mimic small am-
plitude random fluctuations around the spatially homogeneous steady state. The
time step of the fourth order Runge-Kutta method is chosen as ∆t = 1 and the
computation of the time evolution is terminated as soon as the relative difference
of approximate solutions at two consecutive time steps is smaller than a prescribed
tolerance. In particular, if ‖ · ‖l2 stands for the l2-norm over the grid nodes and v(k)

210



and v(k+1) denote the solution at times tk = k∆t and tk+1 = (k + 1)∆t, then the
computation is stopped if

‖v(k) − v(k+1)‖l2
‖v(k)‖l2

< 10−4. (16)

Using this setting, we generated a number of random initial conditions and com-
puted the corresponding stationary solutions. However, based on the symmetries of
the stationary solutions described in Lemma 1, each stationary solution represents
a whole class of solutions equivalent up to one of the transformations (7)–(9). There-
fore, finding the number of distinct stationary solutions, i.e. solutions that are not
equivalent in the sense of transformations (7)–(9), is a nontrivial task. Especially
challenging is the fact that any shift (r, s) ∈ (0, L)2 yields a stationary solution and,
hence, each class of solutions is uncountable.

5. Results

In total we computed stationary solutions for 5297 different random initial con-
ditions. At first, we calculate the number of spots in each of these patterns. To
compute this number we plot the v component of the given pattern as a bitmap im-
age and utilize the Matlab Image Processing Toolbox [6]. In particular, we use the
function imfindcircles which seeks circles in a given image and returns coordinates
of their centres and radii. The number of spots is then simply equal to the number
of returned centres. Having computed this number for all patterns, we then simply
calculate how many patterns have a given number of spots. Figure 2 presents these
data in the form of a histogram.

In this histogram we identify 15 possible numbers of spots. Number of spots
varies between 50 and 65 with the intermediate numbers being naturally the most
frequent. Surprising is the relatively wide range of these numbers. Researchers
have usually a chance to observe a relatively small amount of patterns and then
they tend to conclude that the number of spots is (almost) constant for the given
parameter values and the size of the domain. However, our results show that it may
vary considerably just due to the random variations in the initial condition. In this
particular case, the variation in the number of spots is up to ±15 %.

Nevertheless, the main goal is to find the number of classes of solutions that are
identical up to a combination of transformations (7)–(9). The computed number of
spots serves as a first filter, because, clearly, if two patterns have a different number of
spots, they cannot be equivalent. Thus, we split all patterns into 15 sets according
to the number of spots and for each set we find classes of equivalent patterns as
follows.

We keep a database of classes. Each class in this database is determined by one
representative pattern. Initially the database is empty and the first pattern from
the investigated set is chosen as the representative of the first class. Then for each
pattern in the set, we find if it is equivalent to one of the stored representatives in the
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Figure 2: Distribution of the number of spots in stabilized patterns

database. If it is the case, we simply increase the counter of the number of patterns
in the corresponding class. If not, then this pattern becomes a representative of
a new class. As soon as we exhaust the entire investigated set of patterns, all classes
of equivalent patterns are identified.

The important step in this algorithm is to decide whether a pattern is equivalent
to a representative or not. In order to decide, we have to test all eight independent
combinations of mirroring (7) and rotation (8) as well as all possible shifts (9). For-
tunately, only the shifts that map a spot of the pattern to a spot of the representative
are relevant and thus the total number of relevant shifts is finite and equals to the
number of possible pairs of spots. If the number of spots in both the pattern and in
the representative is n then the number of possible shifts is n2.

The crucial operation here is the comparison of two patterns – the transformed
pattern and the representative – and the decision whether they match or not. The
point is that exact equality of two patterns cannot work here, because the patterns
are polluted by various numerical errors. Therefore, we actually look for patterns
matching up to a certain precision. We experimented with several measures and we
obtained the best results by using the modified Hausdorff distance on the torus for
the computed centres of spots. Note that the torus topology comes from the periodic
boundary conditions (3)–(6).
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The modified Hausdorff distance H̃(A,B) in the torus is defined as

H̃(A,B) = min
{
h̃(A,B), h̃(B,A)

}
,

where h̃(A,B) is the Hausdorff distance expressing the maximal distance between
points from the set A to the set B, i.e.

h̃(A,B) = max
a∈A

{
min
b∈B

d̃(a, b)

}
,

where d̃(a, b) is the torus distance of points a = (a1, a2) and b = (b1, b2):

d̃(a, b) =
(
min{|a1 − b1|, L− |a1 − b1|}2 + min{|a2 − b2|, L− |a2 − b2|}2

)1/2
.

We use the modified Hausdorff distance rather then the Hausdorff distance itself, be-
cause it is symmetric and performs better [2]. In order to gain the required efficiency
we use the Matlab mex-file implementation of the modified Hausdorff distance [9].

Using the modified Hausdorff distance on the torus, we compare two patterns
based on the lists C1 and C2 of coordinates of centres of their spots. We simply
compute H̃(C1, C2) and test if it is below a chosen threshold. To be precise, we
have to consider also the transformations (7)–(9). The two patterns to compare
are determined by the lists C1 and C2 of their centres of spots. For the list C1,
we consider all its shifts (9) with (r, s) = (b1 − a1, b2 − a2) for all (a1, a2) ∈ C1

and all (b1, b2) ∈ C2 together with eight possible combinations of mirroring (7) and
rotations (8). Denoting the set of all these transformations by R, we compute

H̃(C1, C2) = min
ρ∈R

H̃(ρ(C1), C2), (17)

where ρ(C1) stands for the transformation of the set C1.
Practically, we have chosen the above mentioned threshold to be 0.75 and consider

two patterns to match if H̃(C1, C2) < 0.75. However, we have to admit that the
choice of this threshold is delicate, because it is difficult to distinguish whether two
patterns differ due to numerical errors or whether they really correspond to different
stationary solutions. For illustration, we present Figure 3 showing two sets of centres
of spots with the distance H̃(C1, C2) ≈ 0.74941.

The final results are summarized in Table 1, where we identified the number of
distinct classes of stationary solutions. We observe that the number of these classes
varies roughly between 10 and 20 % of the total number of patterns in each set with
a higher number of spots. This ratio is naturally higher in the rare cases where the
number of identified patterns is low.

An interesting observation is that there are considerably different numbers of
distinct classes for pairs of sets with comparable total numbers patterns. See for
example the cases of 56 and 60 spots, which both have slightly above 600 patterns,
but the first case has only 67 distinct classes of solutions in contrast to 96 classes in
the second case.
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Figure 3: Centres of spots of two patterns with H̃(C1, C2) ≈ 0.74941

Spots 50 52 53 54 55 56 57 58 59 60 61 62 63 64 65
Patterns 1 3 35 132 321 616 970 1096 962 646 328 138 44 3 2

Classes 1 3 6 22 34 67 70 123 115 96 34 27 20 3 2

Table 1: Number of classes for different number of spots in patterns

6. Conclusions

The results presented in Table 1 are especially interesting if they are compared
with our previous results [8], where we performed a similar study, but for much
smaller domain, namely, Ω = (0, 50)2. In that case, we obtained only two different
numbers of spots and in total four distinct classes of solutions out of 6 000 computed
patterns. In view of these results, the variety in both the number of spots and the
number of classes of patterns we observe in Table 1 is rather surprising, even if we
take into account the larger size of the domain Ω. These results strongly indicate
that the number of distinct classes of patterns as well as the possible number of spots
grow progressively with the size of the domain Ω.

Another observation is that the influence of boundary conditions on the final
shape of the pattern is smaller if the domain is larger. Therefore, in the older
study [8] we observe mainly the effects of boundary conditions, while in the current
study we see mostly the natural variability of Turing patterns with the influence of
boundary conditions being inferior.

Clearly, the presented results are burdened by uncertainties. For example, it is
difficult to verify whether the numerical process of computing the stationary solution
really converged. Even if the stopping criterion (16) is fulfilled, the pattern still might
not be completely stationary. As a result, we can identify two patterns as distinct,
but they both can eventually converge to the same stationary solution. This effect
could hypothetically contribute to the observed high number of distinct classes of
solutions.
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Moreover, we obviously did not find all the possible classes of patterns. Partic-
ularly odd is the fact that we found classes with 50 and 52 spots, but none with
51 spots. Due to the nature of the problem, we believe that such patterns exist
and that we just did not capture the rare stationary solutions. An experiment with
a larger sample of computed patterns could help to estimate how many of these rare
solutions we missed.

In the current numerical study we focused on the particular LLM model [5], but
as a future project we plan to perform a similar study for other models. For example
for the Thomas model [11]. Based on our experience, we expect that if we chose the
problem parameters in such a way that the number of spots is similar to the current
study, we obtain similar results.

Further, the obtained results can help us to understand additional subtle fea-
tures of Turing patterns. For example, we can try to identify the natural period
of the Turing patterns as a natural distance between two spots. This task can be
accomplished by numerical methods and the results can help to find an analytical
expression or estimate of the period and prove a corresponding theoretical result.
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[8] Rybář, V. and Vejchodský, T.: Variability of Turing patterns in reaction-
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Abstract: Spline theory is mainly grounded on two approaches: the alge-

braic one (where splines are understood as piecewise smooth functions) and

the variational one (where splines are obtained via minimization of quadratic

functionals with constraints). We show that the general variational approach

called smooth interpolation introduced by Talmi and Gilat covers not only the

cubic spline but also the well known tension spline (called also spline in tension

or spline with tension). We present the results of a 1D numerical example that

show the advantages and drawbacks of the tension spline.

Keywords: smooth interpolation, tension spline, Fourier transform

MSC: 65D05, 65D07, 41A05

1. Introduction

In most practical cases, the minimum curvature (or cubic spline) method produces

a visually pleasing smooth curve or surface. However, in some cases the method

can create strong artificial oscillations in the curve derivative (surface gradient).

A remedy suggested by Schweikert [6] is known as tension spline. The functional

minimized includes the first derivative term in addition to the second derivative term.

Smooth approximation [10] is an approach to data interpolating or data fitting

that employs the variational formulation of the problem in a normed space with con-

straints representing the approximation conditions. The cubic spline interpolation is

also known to be the approximation of this kind.

For the 1D cubic spline, the objective is to minimize the L2 norm of second

derivative of the approximating function. A more sophisticated criterion is then to

minimize, with some weights chosen, the integrals of the squared magnitude of some

(or possibly all) derivatives of a sufficiently smooth approximating function. In the

paper, we are concerned with the tension spline constructed by means of the smooth

approximation theory (cf. also [4]), i.e. with the exact interpolation of the data at

nodes and, at the same time, with the smoothness of the interpolating curve and its

first derivative.
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We are mostly interested in the case of a single independent variable in the paper.

Assuming the approach of [8] and [10], we introduce the problem to be solved and the

tools necessary to this aim in Sec. 3. We also present the general existence theorem

for smooth interpolation proven in [8]. We are concerned with the use of basis

system exp(ikx) of exponential functions of pure imaginary argument for 1D smooth

approximation problems in Secs. 4 and 5. We investigate some of its properties

suitable for measuring the smoothness of the approximation and for generating the

tension spline. We also show results of a 1D numerical experiment and discuss them

to illustrate some properties of smooth approximation.

2. Problem of data approximation

Let us have a finite number N of (complex, in general) measured (sampled)

values f1, f2, . . . , fN ∈ C obtained at N nodes X1, X2, . . . , XN ∈ Rn. The nodes are

assumed to be mutually distinct. We are usually interested also in the intermediate

values corresponding to other points in some domain. Assume that fj = f(Xj) are

measured values of some continuous function f while z is an approximating function

to be constructed. The dimension n of the independent variable can be arbitrary.

For the sake of simplicity we put n = 1 and assume that X1, X2, . . . , XN ∈ Ω, where

either Ω = [a, b] is a finite interval or Ω = (−∞,∞).

Data interpolation. The interpolating function z is constructed to fulfil the inter-

polation conditions

z(Xj) = f(Xj), j = 1, . . . , N. (1)

Some additional conditions can be considered, e.g. the Hermite interpolation or min-

imization of some functionals applied to z.
The problem of data interpolation does not have a unique solution. The prop-

erty (1) of the interpolating function is uniquely formulated by mathematical means

but there are also requirements on the subjective perception of the behavior of the

approximating curve or surface between nodes that can hardly be formalized [11].

3. Smooth approximation

We introduce an inner product space to formulate the additional constraints in

the problem of smooth approximation [7, 8, 10]. Let W̃ be a linear vector space of

complex valued functions g continuous together with their derivatives of all orders on

the interval Ω. Let {Bl}∞l=0 be a sequence of nonnegative numbers and L the smallest

nonnegative integer such that BL > 0 while Bl = 0 for l < L. For g, h ∈ W̃, put

(g, h)L =

∞∑

l=0

Bl

∫

Ω

g(l)(x)[h(l)(x)]∗ dx, (2)

|g|2L =

∞∑

l=0

Bl

∫

Ω

|g(l)(x)|2 dx, (3)

where ∗ denotes the complex conjugate.
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If L = 0 (i.e. B0 > 0), consider functions g ∈ W̃ such that the value of |g|0
exists and is finite. Then (g, h)0 = (g, h) has the properties of inner product and the

expression |g|0 = ‖g‖ is norm in a normed space W0 = W̃ .

Let L > 0. Consider again functions g ∈ W̃ such that the value of |g|L exists and

is finite. Let PL−1 ⊂ W̃ be the subspace whose basis {ϕp} consists of monomials

ϕp(x) = xp−1, p = 1, . . . , L.

Then (ϕp, ϕq)L = 0 and |ϕp|L = 0 for p, q = 1, . . . , L. Using (2) and (3), we con-

struct the quotient space W̃/PL−1 whose zero class is the subspace PL−1. Finally,

considering (·, ·)L and | · |L in every equivalence class, we see that they represent the

inner product and norm in the normed space WL = W̃/PL−1.

WL is the normed space where we minimize functionals and measure the smooth-

ness of the interpolation. For an arbitrary L ≥ 0, choose a basis system of functions

{gk} ⊂ WL, k = 1, 2, . . . , that is complete and orthogonal (in the inner product

in WL), i.e., (gk, gm)L = 0 for k 6= m, (gk, gk)L = |gk|2L > 0. If L > 0 then it is,

moreover, (ϕp, gk)L = 0 for p = 1, . . . , L, k = 1, 2, . . . . The set {ϕp} is empty for

L = 0.

Smooth data interpolation. The problem of smooth data interpolation [10] con-

sists in finding the coefficients Ak and ap of the expression

z(x) =

∞∑

k=1

Akgk(x) +

L∑

p=1

apϕp(x) (4)

such that

z(Xj) = fj , j = 1, . . . , N, (5)

and

the quantity |z|2L attains its minimum. (6)

Introduce the generating function

RL(x, y) =
∞∑

k=1

gk(x)g
∗
k(y)

|gk|2L
. (7)

We state in Theorem 1 that a finite linear combination of the values of the generating

function RL at particular nodes is used for the practical interpolation instead of the

infinite linear combination in (4). Further put

R = [RL(Xi, Xj)], i, j = 1, . . . , N,

where R is an N × N square Hermitian matrix, and if L > 0 introduce an N × L
matrix

Φ = [ϕp(Xj)], j = 1, . . . , N, p = 1, . . . , L.
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Theorem 1. Let Xi 6= Xj for all i 6= j. Assume that the generating function (7)

converges for all x, y ∈ Ω. If L > 0 let rank Φ = L. Then the problem of smooth

interpolation (4) to (6) has the unique solution

z(x) =
N∑

j=1

λjRL(x,Xj) +

L∑

p=1

apϕp(x), (8)

where the coefficients λj, j = 1, . . . , N , and ap, p = 1, . . . , L, are the unique solution

of a nonsingular system of N + L linear algebraic equations.

Proof. The proof is given in [8].

The problem of smooth curve fitting (data smoothing), where the interpolation

condition (1) is not applied, is treated in more detail in [8], [10].

4. A particular choice of basis function system

Recall that we have put n = 1. Let the function f to be approximated be

2π-periodic in [0, 2π]. We choose exponential functions of pure imaginary argument

for the periodic basis system {gk} in WL. The following theorem shows important

properties of the system.

Theorem 2. Let there be an integer s, s ≥ L, such that Bl = 0 for all l > s in WL.

The system of periodic exponential functions of pure imaginary argument

gk(x) = exp(−ikx), x ∈ [0, 2π], k = 0,±1,±2, . . . , (9)

is complete and orthogonal in WL.

Proof. The proof is given in [9].

The range of k implies a minor change in the notation introduced above. For the

basis system (9), notice that the generating function

RL(x, y) =
∞∑

k=−∞

gk(x)g
∗
k(y)

|gk|2L
=

∞∑

k=−∞

exp(−ik(x− y))

|gk|2L
(10)

is the Fourier series in L2(0, 2π) with the coefficients |gk|−2
L , where

|gk|2L = 2π

∞∑

l=L

Blk
2l (11)

according to (3).
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Let now the function f to be approximated be nonperiodic on (−∞,∞) and

f (l)(±∞) = 0 for all l ≥ 0. Let us define the generating function RL(x, y) as the

Fourier transform of the function |gk|−2
L of continuous variable k,

RL(x, y) =

∫ ∞

−∞

exp(−ik(x− y))

|gk|2L
dk, (12)

if the integral exists. Using the effect of transition from the Fourier series (10)

with the coefficients |gk|−2
L to the Fourier transform (12) of the function |gk|−2

L of

continuous variable k (cf., e.g., [3]), we have transformed the basis functions, enriched

their spectrum, and released the requirement of periodicity of f . Moreover, if the

integral (12) does not exist, in many instances we can calculate RL(x, y) as the

Fourier transform F of the generalized function |gk|−2
L of k.

Tension spline. Choosing now a particular sequence {Bl}, we finish the definition

of the inner product and norm (2), (3) in a particular space WL and set, therefore,

the minimization properties of the smooth interpolant. Let us thus put (cf. [4])

Bl = 0 for all l with the exception of B1 = α2, α > 0, and B2 = 1. (13)

It means that we have L = 1 and minimize the L2 norm of the first derivative

(characterizing the oscillations) multiplied by α2 plus the L2 norm of the second

derivative (characterizing the curvature) of the interpolant (4) in the form (8), i.e.

z(x) =

N∑

j=1

λjR1(x,Xj) + a1. (14)

We get

|gk|21 = 2π(α2k2 + k4)

from (11). Putting r = |x− y|, we arrive at

R1(x, y) = F
(

1

2πk2(α2 + k2)

)

=
1

2π
F
(

1

α2k2
− 1

α2(k2 + α2)

)

= − 1

2α3
(α|r|+ exp(−α|r|)), (15)

where F denotes the Fourier transform of a generalized function (see [2], p. 375,

formula 14 and p. 377, formula 29; and [1], formula 8.469.3). It is easy to find out

that this version of smooth approximation is, in fact, equivalent to the tension spline

interpolation [6] but introduced in a way different from [4].

There are further practical examples of smooth approximation where the inte-

gral (12) that defines the generating function can be calculated with the help of the

Fourier transform.
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Cubic spline. Choosing another particular sequence {Bl}, i.e. Bl = 0 for all l
with the exception of B2 = 1 (cf. [9], [10]), we have L = 2 and minimize the usual

L2 norm of the second derivative (curvature) of the interpolant (8) only, i.e.

z(x) =

N∑

j=1

λjR2(x,Xj) + a1 + a2x.

This sequence {Bl} differs from (13) only by the condition B1 = 0 that replaced the

tension spline condition B1 = α2 > 0. We get |gk|22 = 2πk4 from (11) and arrive at

(see [2])

R2(x, y) = F(1/(2πk4)) = 1
12
r3.

Apparently, this version of smooth approximation is, in fact, the cubic spline in-

terpolation [5] considered to be a classical interpolation method and known for the

above mentioned minimization property.

5. Computational comparison

We present results of a simple numerical experiment with the tension spline for

n = 1. We employ the complete and orthogonal system (9) and the sequence (13)

to introduce the space W1. We use the interpolant (14), where R1 is given by (15).

The function to be interpolated is

f(x) = 5 +
2

1 + 16x2
. (16)

Apparently, it has “almost a pole” at x = 0. The tension spline interpolation of the

function (16) has been constructed in several equidistant grids of N nodes on [−1, 1]
and for several values of α2 including also α2 = 0, i.e. the cubic spline.

Some of the results of interpolation are in Fig. 1. We put N = 9 and compare

tension splines with α2 = 0 (i.e. the cubic spline, solid line), α2 = 1 000 (dashed

line), and α2 = 10 000 (dotted line). The interpolants are in the upper part of the

figure, their first derivatives in the lower part along the x axis.

We see that the tension splines do not differ substantially from each other but

their derivatives are very unlike. The derivative of the cubic spline is a smooth

function while the derivative of the tension spline with α2 = 10 000 is similar to

a piecewise constant function with smooth changes (not jumps) between the con-

stant levels. This corresponds to the behavior of this tension spline if examined in

a different scale: it resembles a piecewise linear curve but it is smooth, not sharp-

cornered also at nodes, i.e. its derivative is continuous.

A proper choice of the parameter α2 can provide a compromise interpolation

solution with both tension spline and its derivative so smooth that they give a good,

pleasing subjective impression.
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−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−5

0

5

10

Figure 1: N = 9. The horizontal axis: independent variable, the vertical axis: inter-

polant (in the upper part of the figure) and its derivative (in the lower part). Cubic

spline (tension α2 = 0): solid line, tension spline (α2 = 1 000): dashed line, tension

spline (α2 = 10 000): dotted line.

6. Conclusion

The aim of this paper was to show that the generating function for the tension

spline interpolation can be obtained by means of the Fourier transform of generalized

functions. The Fourier transform can be successfully used to determine the generat-

ing function also in several other cases including n = 2 and n = 3. The example in

Fig. 1 is a very simple illustration.
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Abstract: We review and discuss a method to normalize triangles by the

longest-edge. A geometric diagram is described as a helpful tool for study-

ing and interpreting the quality of triangle shapes during iterative mesh re-

finements. Modern CAE systems as those implementing the finite element

method (FEM) require such tools for guiding the user about the quality of

generated triangulations. In this paper we show that a similar method and

corresponding geometric diagram in the three-dimensional case do not exist.

Keywords: mesh generation, longest-edge refinement, geometric diagram,

mesh regularity
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1. Introduction

Mesh generation and, in particular, the construction of ‘quality’ meshes is a major

issue in many fields where computer modeling and engineering analysis are exten-

sively used [4, 12]. Some mesh smoothing and mesh optimization strategies are

described in [2, 3, 5, 6], and also different mesh quality metrics have been proposed

in recent years [9].

For example in the finite element method (FEM), equilateral triangles are favored

over obtuse or skinny triangles. Many of these methods employ forms of local and

global triangle subdivision and seek to maintain well-shaped triangles. Here we

consider several popular triangle subdivision schemes.
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When refining a mesh, the aim is to use a given triangle subdivision scheme that

may preserve the minimum angle condition in the sense that such smallest angle

keeps as high as possible, [1, 15]. In the last years, many triangle partitions has

been studied, including schemes using more than one point to configure the triangle

halving [17]. The approach for partitioning single triangles is further used to develop

algorithms that for a given input mesh and some refinement criteria through the

elements, a new mesh is obtained with more element detail, see e.g. [8, 11].

Lastly the idea of using a two-dimensional diagram for representing triangle shape

in mesh generation points to the works of [8, 13, 16]. While in [13] a more compre-

hensive development, theory and application of such diagram can be found, where

the concept of normalization of triangles by the longest edge is the key for the com-

putational construction of the diagram. It is worth to mention that this is not a novel

idea. Already in 1939, Tuckey [18] observed the potential of using same normaliza-

tion idea to construct a diagram in 2D. The main reason to introduce this diagram

was the solution of triangles. In 1943 Tuckey presented a variation of the diagram for

the same purpose, obviously a handle-method very far away of any computational

automation. The idea behind the diagram is scaling any triangle so that the length

of its longest edge is equal to one and the other sides x and y are in descending order;

then the point with coordinates x and y will represent the triangle.

In this work we review some previous results on construction of a geometric

diagram for assessing mesh quality, see [10, 13]. While diagram suits perfectly for

the two-dimensional case its counterpart in the three-dimensional case does not. To

demonstrate this, we provide a result showing that the normalization process of

tetrahedra by the longest edges of tetrahedra is not possible, and thus the extension

of a similar diagram to 3D case is not feasible either.

1.1. Mesh refinement schemes

By the longest-edge (LE) partition of a triangle t0 we mean a subdivision scheme

where the midpoint of the longest edge of a triangle t0 is joint with the opposite

vertex, see Figure 1 (a).

Another subdivision strategy of our interest is the 4TLE (Four Triangles Longest

Edge) strategy [14], see Figure1(b). In this scheme, subdivision produces some subtri-

angles that are similar to certain previous triangles in the refinement tree generated.

However, the other subtriangles are not in such similarity classes yet and we refer to

them as new dissimilar triangles.

The other well-studied partition is the 7TLE (Seven Triangles Longest Edge) [10]

where we position two equally spaced points per edge and, then the interior of the

triangle is divided into seven sub-triangles in a manner compatible with the subdivi-

sion of the edges. Three of the new sub-triangles are similar to the original, two are

similar to the new triangle also generated by the 4T-LE, and the other two triangles

are, in general, better shaped [10].

It should be noted that, due to parallelism, the first three sub-triangles obtained

are similar to the initial one t0, whereas the second two sub-triangles are similar to
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(c)                                                          (d)                                                             (e)

Figure 1: (a) LE (longest-edge) partition, (b) 4TLE (Four Triangles Longest Edge),

(c)-(e) 7TLE (Seven Triangles Longest Edge).

the first-class Rivara triangle t1. Finally, the last two triangles are not given with

the 4T-LE partition and, consequently, will be called here, tn1. Note also that the

area of sub-triangles t0 and t1 is 1/9 of the area of the initial triangle, whereas the

area of each sub-triangle tn1 is 2/9 of the area of the initial triangle.

2. Geometric diagram

Now we present the main ideas for the construction of the geometric diagram in

the context of 2D mesh refinement, for details, see [10, 13].

We first consider the normalized triangles which share the longest edge defined by

the points (0, 0) and (1, 0). The apex of the triangle (x, y) is a point chosen uniformly

in the region defined by the unit circle centered at (1, 0), and by the vertical line

x = 1
2
(see Figure 2).

The geometric diagram is constructed as follows: (1) For a given triangle (or sub-

triangle) the longest edge is scaled to have the unit length. This forms the base of

the diagram. (2) It follows that the set of all triangles is bounded by this horizontal

segment (longest edge) and by two bounding exterior circular arcs of unit radius, as

shown in Figure 3.

In the diagram of Figure 3 (left) we demarcate shaded regions to classify trian-

gles based on ranges of the largest angle γ within circular arcs as shown; e.g. the

lowermost subregion corresponds to obtuse triangles with large angles near π and

the uppermost subregion (exterior to the semicircle of radius 1
2
centered on the unit

base) corresponds to acute-angled triangles. The equilateral triangle corresponds to

the apex with coordinates
(

1
2
,
√
3
2

)

. As the vertex of a triangle moves from this point

along either boundary arc, the maximum angle increases from π
3
to approach a right

angle at the degenerate ‘needle triangle’ limit near (0, 0) or (1, 0). Similarly, in the
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Figure 2: A random triangle normalized by its longest edge inside the diagram region.
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Figure 3: Diagram for triangles showing different regions corresponding to variations

values of the largest angle γ and the smallest angle α.

diagram of Figure 3 (right) we demarcate by segments of straight lines emanating

from (0, 0) and (1, 0), shaded subregions that bound the smallest angle α of a trian-

gle. Color shading makes the respectively subregions easier to identify. The topmost

subregion between the exterior circular arcs and the lines for smallest angle α = π
4

corresponds to triangles with π
4
< α < π

3
. The v-shaped subregion below this is for

the case π
6
< α < π

4
and so on, with the lowest shaded region for α < π

12
. From

the shaded regions in these two diagrams, it is clear that slender triangles with large
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obtuse angles and small acute angles will be located close to the center part of the

base and triangles close to equilateral shape will be near the apex of the diagram. It

follows that one can use this diagram to investigate the evolution of triangle shapes

under subdivision as we show further.

It is obvious that the right triangle (i.e. γ = π/2) is a separator of the familiar

acute and obtuse triangle classes. The locus of points corresponding to this separator

is easily identified from elementary geometry as the semicircle with unit diagonal base

in our mapping diagram. Points above this semicircle
∣
∣z − 1

2

∣
∣ = 1

2
, where z = (x, y)

is the apex of a triangle, correspond to acute triangles and points below correspond

to obtuse triangles. We will not show this semicircle in the color class diagrams

following, but this property should be kept in mind for other reasons. Further we

focus on the number of dissimilar triangles that are generated by various triangle

subdivision schemes.

2.1. Generating the diagram by the Monte-Carlo experiment

Once we have depicted the basics involved in the diagram, we focus on computing

those regions that are specifically related to the shapes appearing in a given triangle

partition, for example 4TLE, 7TLE, etc.

Let us begin by describing a Monte-Carlo computational experiment that can

be used to visually distinguish the classes of triangles by the number of dissimilar

triangles generated by the 4TLE partition. We proceed as follows: (1) Select a point

within the mapping domain comprised by the horizontal segment and by the two

bounding exterior circular arcs. This point (x, y) defines the apex of a target triangle.

(2) For this selected triangle, 4TLE refinement is successively applied as long as a new

dissimilar triangle appears. This means that we recursively apply 4TLE and stop

when the shapes of new generated triangles are the same as those already generated in

previous refinement steps. (3) The number of such refinements to reach termination

defines the number of dissimilar triangles associated with the initial triangle and

this numerical value is assigned to the initial point (x, y) chosen. (4) This process

is progressively applied to a large sample of triangles (points) uniformly distributed

over the mapping domain. (5) Finally, we graph the respective values of dissimilar

triangles in a corresponding color map, see Figure 4 (left).

2.2. Structure of regions for the 4TLE refinement

For clarity, the number of dissimilar triangles has been added inside several col-

ored regions in Figure 4. Thus, the numerical value 2 corresponds to two dissimilar

triangles is associated with the region above the pair of arcs that intersect on the

vertical line of symmetry near the point (0.5, 0.3). The region below this corresponds

to 3 dissimilar triangles, and so on as the base is approached. Viewed another way,

obtuse needle-like triangles near the base will require many refinements before new

dissimilar triangles no longer appear. Later, we will explore this point and plot

associated trajectories corresponding to migration of new triangles.

From Figure 4 (right), we deduce that the separator for classes 2 and 3 in case
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Figure 4: Subregions for dissimilar triangle classes generated by the Monte-Carlo

simulation for the 4TLE (left) and the 7TLE (right) partitions, respectively.

of 7TLE is given by the segments of two circles of radius 1
3
centered respectively at

x = 1
3
and x = 2

3
. That is, the curves

∣
∣z − 1

3

∣
∣ = 1

3
and

∣
∣z − 2

3

∣
∣ = 1

3
. The curves for

the subsequent separator between 3 and 4 have slightly more complicated shapes.

Moreover, this shape is again evident on two smaller scales at the level of the next

separator between 4 and 5. The pattern appears to continue to repeat in a fractal-like

manner as the higher value separators are identified. A more formal mathematical

approach, based on mapping in the complex plane, follows and utilizes the concept

of antecedent triangle for the 4TLE partition.

One may use two functions, named fL and fR showing a ‘trace back’ from the

equilateral triangle t0, with apex
(

1
2
,
√
3
2

)

, see Figure 5 (a). From equilateral trian-

gle t0 situated on the intersection of the exterior boundary curves, the only antecedent

that generates it after subdivision is triangle t1. Note that t1 is an obtuse triangle

located exactly where the pair of boundary curves intersect on the vertical line of

symmetry at the point y =
√
3
6
. Continuing the traceback, this obtuse triangle t1 is

the result of the subdivision of two antecedent triangles as marked, with the right

antecedent denoted t2 and the left one being symmetrically located in the left part

of the diagram as expected. Again, each of these t2 triangles is located at the in-

tersection of two boundary curves. The next pair of antecedents of the right half

from left to right are t′3 and t3 respectively. As before, t′3 and t3 are located at the

intersections of respective pairs of boundary curves that demarcate a change in simi-

larity class and the process continues downward in the diagram with the antecedents

approaching the degenerate case of planar obtuse triangles on the horizontal line.

Another traceback example is given in Figure 5 (b), starting with apex (0.67, 0.43)
(and obviously has a similar path reflected in x = 1

2
).

The class separators determined experimentally by the Monte-Carlo experiment

may also be generated mathematically as a recursive composition of left and right
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Figure 5: Traceback curves showing antecedents in successive regions: (a) traceback

from equilateral triangle apex with antecedents on border curves and (b) traceback

from acute triangles interior to region.
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Figure 6: Boundary curves for the separator of order 2 and 3 in the 4TLE partition.

mapsfL and fR, for details see [13]. Then it follows that a set of boundary curves

for those separators is easily obtained, see Figure 6.

2.3. Structure of regions for the 7TLE refinement

We recursively apply 7T-LE and stop when the shapes of new generated tri-

angles are the same as those already generated in previous refinement steps. The

number of such refinements to reach termination defines the number of dissimilar

triangles associated with the initial triangles associated with the initial triangle and

this numerical value is as- signed to the initial point (x, y) chosen. This process is
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progressively applied to a large sample of triangles (points) uniformly distributed

over the domain. Finally, we graph the respective values of dissimilar triangles in

a corresponding color map to obtain the result in Figure 4 (right).

Note that for the 7TLE partition, a lower bound for the maximum of the smallest

angles for triangles tn1 is α = 30◦ corresponding to the apex with x = 1, or the apex

with x = 3.

Unfortunately, deriving classes separator as done respectively for the 4TLE is

still an open problem. The main reason is that the 7TLE refinement produces seven

new triangles that complicates the calculation of functions fL and fR.
Note that the diagram is useful to tackle the so-called self-improvement property

of partitions for 4TLE, 7TLE and others triangle schemes. It also is feasible to use

the diagram for assessing which algorithm is more convenient for mesh refinement.

For example, using combinations of partitions, i.e. using one type for some targeted

triangle cases and the other type for the others may yield improved algorithms. For

example, in [10] it has been proposed a combined scheme for improvement of the

mesh, by combining longest-edge based with other self-similar partitions, depending

on the number of points inserted per edge.

3. Toward a geometric diagram in the three-dimensional space

Concerning extension of the previous geometric diagram to the three-dimensional

case, we give some helpful ideas resulting to a negative conclusion: there does not

exist a similar geometric diagram for representing mesh quality during mesh refine-

ments in 3D.

We say that two triangles (two tetrahedra in three dimensions) are in the same

similarity class if there exists a similarity transformation that transforms one of these

triangles (tetrahedra in three dimensions) into the other.

Theorem 1. Let us have a given segment AB of length 1 in the Euclidean plane.
Let T be the class of all triangles T such that AB is the longest edge of T . Then
there exists a subclass D of T satisfying the following conditions.

1. For each similarity class of triangles S, there are one and only one element of S
in D.

2.
diam(

⋃

T∈D

T ) = 1

As a consequence of Theorem 1 we have that for the two-dimensional case, there

exists a diagram for normalizing triangles with respect to the longest edge, as showed

in Section 2. The utility of this diagram lead us to think about the possibility of make

an analogous diagram for the representation of tetrahedra in the three-dimensional

Euclidean space. However, we will see some difficulties that appears in the attempt

to construct a natural generalization of this diagram in the three-dimensional case.
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Theorem 2. Let us have a given segment AB of length 1 in the three-dimensional
Eucidean space. Let D be the geometric place of all tetrahedra T such that AB is
one longest edge of T . Then it follows that the diameter (maximum of longest edge)
in the set D is greater than 1.

Skecth of the Proof: Note that D include a regular tetrahedron ABP1P2 and

a tetrahedron ABQ1Q2 such that |Q1A| = |Q1B| = |Q2A| = |Q2B| =
√
2
2

and the

dihedral angle between faces ABQ1 y ABQ2 equals 150◦. We will see that there

exist i0, j0, i0 ∈ {1, 2}, j0 ∈ {1, 2} such that |Pi0Qj0| > 1.

Let M be the midpoint of AB. Note that ∠P1MP2 = arccos(1
3
) = 70.5288◦,

∠Q1MQ2 = 150◦ and the points M , P1, P2, Q1, Q2 are coplanar. Then there exist

i0, j0, i0 ∈ {1, 2}, j0 ∈ {1, 2} such that △Pi0MQj0 is an obtuse triangle in M .

Moreover, |PiM | =
√
3
2
, i ∈ {1, 2} and |QjM | = 1

2
, j ∈ {1, 2} from where in the

obtuse triangle △Pi0MQj0 we have

|Pi0Qj0| >
√

|Pi0M |2 + |Qj0M |2 = 3

4
+

1

4
= 1.

We then conclude that

diam(
⋃

T∈D

T ) > 1

4. Conclusions

In this work we have recovered the idea of the geometric diagram for assessing

quality in triangle mesh refinement. In FEM, error indicators give the trends of the

behavior of the solution through an iterative process. Classically, the angle condi-

tion has been set as the standard form for the good quality of a mesh, where acute,

right, and in general, those triangle shapes very close the regular triangles behave

better, [15, 1]. In this work we provide a visual tool, called the geometric diagram,

for inspecting shape evolution in the refinement of meshes. Fortunately, the tool is

clearly of utility as has been shown in the study of two triangle partition schemes,

4TLE and 7TLE. In addition, we provide a new result consisting in confirming that

an extension to a similar geometric diagram for the three-dimensional case is not

possible, partially due to the impossibility to normalize by the longest edge of tetra-

hedra. This last result however, open to a new scene where an idea of different

geometric diagram by normalizing e.g. edges or faces of tetrahedra may be feasible.
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Abstract: Several years ago, we discussed the problem of approximation
polynomials with Milan Práger. This paper is a natural continuation of the
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1. Introduction

Numerical analysis often requires approximating a given real-valued function f ,
continuous on a closed interval [a, b], by another function g that is more suitable for

computing and that only slightly differs from the given function. The function g is

in most cases a polynomial. In [2] and [5], there are described three basic ways of

approximation of the given function f .

1. Interpolation approximation is such a replacement of the given function f by

a new function g which satisfies the following condition:

f(xj) = g(xj) (1)

at the given points a ≤ x0 < x1 < · · · < xn ≤ b. Sometimes we also additionally

require the coincidence of the derivatives f (i)(xj) = g(i)(xj) for i = 1, 2, . . . , r.

2. The Chebyshev approximation consists in the minimization of the maximum

norm. The desired polynomial g satisfies

En(f) = ||f − g|| = max
x∈[a,b]

|f(x)− g(x)| ≤ max
x∈[a,b]

|f(x)− h(x)|, (2)

where h is an arbitrary polynomial of degree at most n.
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3. The least squares method finds a function g which fits with the given function f
in such a way that the sum of squares of the differences f(xj)−g(xj), sometimes

multiplied by a suitable weight function w,

n∑

j=0

w(xj)[f(xj)− g(xj)]
2

is minimal. In the usual case, g(x) =
m∑

k=0
ckgk(x) and the sum to be minimized

is
n∑

j=0

w(xj)

[

f(xj)−
m∑

k=0

ckgk(xj)

]2

.

2. Mixed approximation polynomial

Now we try to construct a mixed polynomial which is a combination of interpo-

lation (1) and the Chebyshev approximation (2). The mixed approximation polyno-

mial is a polynomial s of degree at most n which approximates the function f in the

Chebyshev sense, i.e.

‖f − s‖ = max
x∈[a,b]

|f(x)− s(x)| (3)

is minimal and at the endpoints of the interval it fulfils, in addition, the interpolation

conditions

s(a) = f(a) and s(b) = f(b). (4)

Such a polynomial s has similar properties as the Chebyshev approximation.

If f ∈ C[a, b] and s is a polynomial of degree at most n such that s(a) = f(a)
and s(b) = f(b) then the following holds.

a) Suppose there exist a constant c and n points x1 < x2 < · · · < xn in the

interval (a, b) such that

sign[(−1)i(f(xi)− s(xi))] = c for i = 1, . . . , n.

Then

En(f) ≥ min
i=1,...,n

|f(xi)− s(xi)|.

b) The polynomial s is the best approximation of the function f in the sense of

Chebyshev if and only if there exist at least n points x1 < x2 < · · · < xn in the

interval (a, b) with the property

f(xi)− s(xi) = α(−1)i‖f − s‖ for i = 1, . . . , n,

where α = 1 or α = −1 for all i simultaneously. The set of the points {xi}ni=1 is

called the Chebyshev alternant.

c) The polynomial s is unique.

The proof is given in [3], but it is only a slight modification of corresponding

proofs in the standard case.
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3. Construction of mixed approximation polynomial

Now we show a construction of the polynomial s which is the best approximation

of a given function f ∈ C[a, b] in the maximum norm and furthermore satisfies

s(a) = f(a), s(b) = f(b). We use the Remez algorithm which sequentially improves

the polynomial using the alternant property, see [1], [5].

The initial approximation of the alternant x
(0)
1 , . . . , x(0)

n can be arbitrary, but the

points must be mutually different. From the kth approximation of the alternant

x
(k)
1 , . . . , x(k)

n we will construct next approximation x
(k+1)
1 , . . . , x(k+1)

n . Having the kth
approximation, we can construct a polynomial

s(k)(x) =
n∑

j=0

c
(k)
j xj

of the degree at most n such that it holds

f(x
(k)
i )− s(k)(x

(k)
i ) = (−1)iE(k) for i = 1, . . . , n,

where E(k) is some constant which we have to determine. The conditions s(a) = f(a)
and s(b) = f(b) are fulfilled at the endpoints of the interval [a, b]. We have a system

of (n+ 2) linear equations for the coefficients c
(k)
0 , . . . , c(k)n and the constant E(k).

n∑

j=0

c
(k)
j

(

x
(k)
i

)j
+ (−1)iE(k) = f

(

x
(k)
i

)

,

n∑

j=0

ckja = f(a), (5)

n∑

j=0

ckj b = f(b).

The determinant of this system (5) is nonzero, so there exists a unique solution,

see [4].

Now we denote

R(k)(x) = f(x)− s(k)(x) (6)

and choose arbitrarily the number q such that q ∈ (0, 1).

Let the points x
(k)
1 , . . . , x(k)

n be given. Then we are looking for a new set of points

x
(k+1)
1 , . . . , x(k+1)

n so that x
(k+1)
i ∈ [x

(k)
i−1, x

(k)
i+1] for i = 1, . . . , n, and the following

conditions are fulfilled:

max
1≤i≤n

∣
∣
∣R(k)

(

x
(k+1)
i

)∣
∣
∣ ≥ |E(k)|+ q(‖R(k)‖ − |E(k)|), (7)

R(k)
(

x
(k+1)
i

)

R(k)
(

x
(k+1)
i+1

)

≤ 0, i = 1, . . . , n− 1, (8)
∣
∣
∣R(k)

(

x
(k+1)
i

)∣
∣
∣ ≥ |Ek|, i = 1, . . . , n. (9)
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This choice is not unique. We show that we can construct the (k + 1)st approx-

imation of the alternant such that the required properties are satisfied. We choose

a point y(k+1) such that it holds
∣
∣
∣R(k)

(

y(k+1)
)∣
∣
∣ ≥ |E(k)|+ q(‖R(k)‖ − |E(k)|).

Since the right-hand side is at most equal to ‖R(k)‖, then the choice which satisfies

the condition (7) is possible.

When we have the kth approximation of the alternant, we can define the (k+1)st

approximation in the following way. One point is the point y(k+1) and the other points

are suitable points from the previous kth approximation.

If Ek = 0 the (k + 1)st approximation will be a set containing the point y(k+1)

and arbitrary n − 1 points of the kth approximation, i.e. an arbitrary point of the

kth approximation can be replaced by the point y(k+1). By ordering of the points of

the (k + 1)st approximation, these points will be put in the corresponding intervals.

The conditions (8) and (9) are also fulfilled, because Ek = 0 and then R(k)
(

x
(k)
i

)

= 0

for every i, too.
If Ek 6= 0, there exists R(k)

(

x
(k)
i

)

6= 0 for every i. Now we describe three cases

which can occur:

1. y(k+1) ∈ [a, x
(k)
1 ],

2. y(k+1) ∈ [x(k)
n , b ],

3. y(k+1) ∈ [x
(k)
1 , x(k)

n ].

In case 1, we put x
(k+1)
1 = y(k+1) and for i = 2, · · · , n we define

x
(k+1)
i = x

(k)
i if R(k)

(

x
(k)
1

)

R(k)
(

x
(k+1)
1

)

> 0 or

x
(k+1)
i = x

(k)
i−1 if R(k)

(

x
(k)
1

)

R(k)
(

x
(k+1)
1

)

< 0.

We drop the point x
(k)
1 or x(k)

n from the previous approximation.

In case 2, we put x(k+1)
n = y(k+1) and for i = 1, · · · , n− 1 we define

x
(k+1)
i = x

(k)
i if R(k)

(

x(k)
n

)

R(k)
(

x(k+1)
n

)

> 0 or

x
(k+1)
i = x

(k)
i+1 if R(k)

(

x(k)
n

)

R(k)
(

x(k+1)
n

)

< 0.

We drop the point x(k)
n or x

(k)
1 from the previous approximation.

In case 3, we denote by i0 the subscript such that y(k+1) ∈ [x
(k)
i0 , x

(k)
i0+1 ]. Then we

put x
(k+1)
i0 = y(k+1) and x

(k+1)
i = x

(k)
i for i 6= i0 if R(k)

(

y(k+1)
)

R(k)
(

x
(k)
i0

)

> 0. We

drop the point x
(k)
i0 from the previous approximation. Or we put x

(k+1)
i0+1 = y(k+1) and

x
(k+1)
i = x

(k)
i for i 6= i0 + 1 if R(k)

(

y(k+1)
)

R(k)
(

x
(k)
i0+1

)

> 0. We drop the point x
(k)
i0+1

from the previous approximation.

In this choice, the points of the (k+1)st approximation are in the corresponding

intervals and all conditions are fulfilled. A convergence of this process for a suffi-

ciently smooth function is proved in [4].
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4. Examples

We complete the previous theory with several simple numerical experiments. We

present results for the function f1(x) = ex on the interval [0, 1]. The speed of the

convergence in two special cases are summarized in the following Tables 1 and 2.

The iterations of the Remez algorithm at the points of the alternant in each table

are given. The point which is changed in the corresponding iteration is printed in

boldface digits. The points of the uniform partition of the interval are chosen for the

first iteration. The accuracy of computing the points of the alternant is 0.01. We

solved our task for n = 3, n = 4, n = 5, n = 6, but we present only the tables for

n = 3 and n = 6.

Under each table, the mixed approximation polynomial corresponding to the last

row is written. Its coefficients are shown to three decimal places.

Table 3 shows the dependence of the approximation error on the degree of the

polynomial used. Approximation error is indicated by means of the absolute value

of the extremes of the difference f(x) − s(x) between the given function and the

No. of it. x1 x2 x3

1 0.25 0.50 0.75

2 0.25 0.50 0.89

3 0.15 0.50 0.89

4 0.13 0.50 0.89

5 0.13 0.52 0.89

s(x) = 0.280x3 + 0.424x2 + 1.014x+ 1

Table 1: Convergence of the alternant, n = 3.

No. of it. x1 x2 x3 x4 x5 x6

1 0.14 0.29 0.43 0.57 0.71 0.86

2 0.14 0.29 0.43 0.57 0.71 0.96

3 0.06 0.29 0.43 0.57 0.71 0.96

4 0.06 0.29 0.43 0.57 0.83 0.96

5 0.06 0.20 0.43 0.57 0.83 0.96

6 0.06 0.20 0.43 0.63 0.83 0.96

7 0.05 0.20 0.43 0.63 0.83 0.96

8 0.05 0.20 0.40 0.63 0.83 0.96

s(x) = 0.002x6 + 0.007x5 + 0.043x4 + 0.166x3 + 0.500x2 + x+ 1

Table 2: Convergence of the alternant, n = 6.
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Pol. deg. max min difference

3 0.7489 E−3 0.7471 E−3 0.0018 E−3

4 0.3519 E−4 0.3472 E−4 0.0047 E−4

5 0.1419 E−5 0.1370 E−5 0.0049 E−5

6 0.4972 E−7 0.4717 E−7 0.0255 E−7

Table 3: Approximation convergence in dependence of the polynomial degree.

mixed approximation polynomial. In the table, the maximum and minimum of

the absolute value of the extremes and their difference are given. The absolute

values of the maximum and the minimum for the theoretical approximation should

be identical and the difference should be 0. We did not get the polynomial of the

best approximation. Further iterations did not bring any new information in the

frame of the chosen accuracy.

The examples were calculated by the mathematical software MATLAB. The ex-

amples demonstrate a very fast convergence of the Remez algorithm and very fast

increase of the accuracy with increase of the degree of the polynomial.
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Žitná 25, Praha 1, Czech Republic

vejchod@math.cas.cz

Abstract: In this contribution we consider elliptic problems of a reaction-
diffusion type discretized by the finite element method and study the quality
of guaranteed upper bounds of the error. In particular, we concentrate on
complementary error bounds whose values are determined by suitable flux re-
constructions. We present numerical experiments comparing the performance
of the local flux reconstruction of Ainsworth and Vejchodský [2] and the re-
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flux reconstructions by their comparison with the optimal flux reconstruction
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1. Introduction

The popularity of the complementary error bounds has grown during recent years
due to their favourable properties. They provide guaranteed upper bounds on the
error, they are locally efficient, robust, and there are fast algorithms for their com-
putation. The main idea of these error bounds goes back the ‘method of hypercir-
cle’ [15, 19] and it was developed in [3, 8, 9, 10, 12, 23] and other papers. During
recent years this idea attracted a lot of attention [13, 16, 20, 21] and it was used
even for partial differential eigenvalue problems [18]. Error bounds of this type for
reaction-diffusion problems were recently presented in [6, 11, 17, 22, 24] and else-
where.

However, the papers [1, 2] are the only one (to our knowledge) where a locally
computable and robust upper bound on the error of the finite element solution is
presented. The main goal of this contribution is to compare the accuracy of this
error bound with the bound proposed in [5] for the Poisson problem, see also [7]
and [4, Algorithm 9.3].
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We consider the following linear elliptic problem of the reaction-diffusion type
with mixed boundary conditions:

−∆u+ κ2u = f in Ω; u = 0 on ΓD; ∂u/∂n = gN on ΓN. (1)

Here, Ω ⊂ R2 is a domain, n stands for the unit outward-facing normal vector to
the boundary ∂Ω, the portions ΓD and ΓN of the boundary ∂Ω are open, disjoint,
and satisfy ΓD ∪ ΓN = ∂Ω. We assume the reaction coefficient κ ≥ 0 to be piecewise
constant. In order to guarantee unique solvability of (1), we assume that κ > 0 in
a subdomain of Ω of a positive measure or that ΓD has a positive measure.

In order to discretize this problem by the standard lowest-order finite elements,
we approximate the domain Ω by a polygon Ωh, ΓD by ΓD,h ⊂ ∂Ωh, and ΓN

by ΓN,h ⊂ ∂Ωh. The weak solution in the domain Ωh is defined as ũ ∈ V =
{v ∈ H1(Ωh) : v = 0 on ΓD,h} such that

B(ũ, v) = F(v) ∀v ∈ V, (2)

where

B(ũ, v) =

∫
Ωh

(∇ũ ·∇v + κ2ũv) dx and F(v) =

∫
Ωh

fv dx+

∫
ΓN,h

gNv ds

for ũ, v ∈ H1(Ωh). We remark that H1(Ωh) stands for the usual Sobolev space
W 1,2(Ωh).

The approximation of the general domain Ω by a polygon Ωh introduces a bound-
ary approximation error u − ũ. In this paper we strictly distinguish between the
solution in Ω and the solution in Ωh in order to emphasize the fact that the error
estimators discussed below do not include the boundary approximation error. More-
over, the numerical examples in Section 5 are posed in a circular disc and, therefore,
there is a nonzero boundary approximation error. Such examples enable us to dis-
cuss the relative size of the boundary approximation error with respect to the other
components of the total error estimated by the computed error bounds.

We discretize problem (2) by the lowest-order finite element method. Therefore,
we consider a triangulation Th of Ωh consisting of triangular elements. The union
of all triangles in Th is Ωh, the interiors of triangles in Th are pairwise disjoint, and
every edge of each triangle lies either on ∂Ωh or it is completely shared by exactly two
neighbouring triangles. The discretization parameter is defined as h = maxK∈Th hK ,
where hK = diamK. We also assume that the triangulation Th is compatible with
the piecewise constant coefficient κ and denote the value of κ on an element K ∈ Th
by κK . Using this triangulation, we define the usual finite element space

Vh = {uh ∈ V : uh|K ∈ P 1(K) ∀K ∈ Th},

where P 1(K) stands for the space of linear functions on the triangle K ∈ Th. Finally,
the finite element formulation of problem (2) reads: find uh ∈ Vh such that

B(uh, vh) = F(vh) ∀vh ∈ Vh. (3)
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Let us note that problem (1) can be diffusion dominated or singularly perturbed
depending on the size of the reaction coefficient κ. The behaviour of the finite
element method depends on the size of the discretization parameter h with respect
to κ. If κh is small then possible boundary layers, which may occur if κ is large,
are well resolved and the finite element solution is accurate. However, if κh is large,
then boundary layers are not well captured by the mesh, the finite element solution
exhibits spurious oscillations and its error is relatively large. This error behaviour
has to be reflected by the error bounds. Therefore, we often distinguish the cases of
small and large κh and observe differences in the accuracy.

2. Complementary error bounds

In this section we present two types of complementary error bounds. These
bounds are similar, but they slightly differ in definition, assumptions, and applica-
bility. Surprisingly, they differ considerably in performance. One bound provides
accurate results for problems with large κh, while the other one for small κh.

First, let us introduce certain notation. Let |||v|||2 = B(v, v) be the energy norm
and ‖v‖K be the L2(K) norm of v. Let ΠKf ∈ P 1(K) be L2(K)-orthogonal projec-
tion of f onto P 1(K), K ∈ Th. Similarly, if γ is an edge of a triangle K ∈ Th, then
ΠγgN is the L2(γ)-orthogonal projection of gN ∈ L2(γ) onto P 1(γ). We also define
oscillation terms

oscK(f) = min

{
hK
π
,

1

κK

}
‖f − ΠKf‖K , oscγ(gN) = min{CT, CT} ‖gN − ΠγgN‖γ ,

where K ∈ Th and γ ⊂ ΓN,h ∩ ∂K is an edge. Constants CT and CT are defined
in [2] as

C2
T =

|γ|
d|K|

1

κK

√
(2hK)2 + (d/κK)2,

C
2

T =
|γ|
d|K|

min{hK/π, κ−1
K }

(
2hK + dmin{hK/π, κ−1

K }
)
,

where d = 2 is the dimension.
To handle the Neumann boundary conditions, we seek the flux reconstruction in

W = {τ ∈H(div,Ωh) : τ · n = ΠγgN on all edges γ ⊂ ΓN,h ∩ ∂K of all K ∈ Th}.

Having a flux reconstruction τ ∈ W , we can consider the error bound η(τ ) in the
general form

η2(τ ) =
∑
K∈Th

ηK(τ ) + oscK(f) +
∑

γ⊂ΓN,h∩∂K

oscγ(gN)

2

, (4)
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where ηK(τ ) is an error indicator computed from the values of τ restricted to K only.
We introduce two error indicators. If τ on an element K satisfies the equilibration
condition ∫

K

(ΠKf − κ2
Kuh + div τ |K) dx = 0, (5)

then we set

ηa
K(τ ) = ‖τ −∇uh‖K +

hK
π

∥∥ΠKf − κ2
Kuh + div τ

∥∥
K
, (6)

otherwise ηa
K(τ ) is undefined. If κK > 0, then we put

ηb
K(τ ) =

(
‖τ −∇uh‖2

K + κ−2
K

∥∥ΠKf − κ2
Kuh + div τ

∥∥2

K

)1/2

, (7)

otherwise ηb
K(τ ) is undefined. The following theorem proves that both these error

indicators provide guaranteed upper bounds on the energy norm of the error.

Theorem 1. Let ũ ∈ V be the weak solution (2). Let both uh ∈ V and τ ∈ W be
arbitrary. Then

|||ũ− uh||| ≤ ηab(τ ), (8)

where ηab(τ ) is given by (4) with

ηK(τ ) =


min{ηa

K(τ ), ηb
K(τ )} if (5) holds in K ∈ Th and κK > 0,

ηa
K(τ ) if (5) holds in K ∈ Th and κK = 0,
ηb
K(τ ) if (5) does not hold in K ∈ Th and κK > 0,

Proof. Proofs of different variants of this theorem can be found in many places in the
literature. The main idea traces back to the method of hypercircle and [19]. For the
reader’s convenience we briefly present the main steps of the proof and refer to [2]
for details.

Let v ∈ V be arbitrary. Using the weak formulation (2) for ũ, splitting the
integrals in definitions of B and F into sums over all elements in Th, and applying
the divergence theorem for τ ∈W , we obtain the identity

B(ũ− uh, v) =
∑
K∈Th

[∫
K

(τ −∇uh) ·∇v dx +

∫
K

(ΠKf − κ2
Kuh + div τ )v dx

+

∫
K

(f − ΠKf)v dx+
∑

γ⊂ΓN,h∩∂K

∫
γ

(gN − ΠγgN)v ds

 . (9)

For brevity, let us denote g = τ −∇uh and rK = ΠKf − κ2
Kuh + div τ . If the

equilibration condition (5) is satisfied in K then we obtain∫
K

rKv dx ≤
∫
K

rK(v − v̄K) dx ≤ ‖rK‖K ‖v − v̄K‖K ≤
hK
π
‖rK‖K ‖∇v‖K ,
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where v̄K = |K|−1
∫
K
v dx and we use the Poincaré inequality [14]. Using this esti-

mate, we easily bound the first two integrals on the right-hand side of (9) as∫
K

g ·∇v dx+

∫
K

rKv dx ≤ ηa
K(τ ) ‖∇v‖K ≤ ηa

K(τ )|||v|||K , (10)

where |||v|||2K = ‖∇v‖2
K + κ2

K ‖v‖
2
K stands for the local energy norm. Alternatively, if

κK > 0, we can bound these two integrals as∫
K

g ·∇v dx+

∫
K

rKv dx ≤ ‖g‖K ‖∇v‖K + ‖rK‖K ‖v‖K ≤ ηb
K(τ )|||v|||K . (11)

To finish the proof we use (10) and (11) in (9), estimate the last two integrals on
the right-hand side of (9) by the corresponding oscillation terms, see [2], substitute
v = ũ− uh, and apply the Cauchy-Schwarz inequality.

Note that neither ηa
K nor ηb

K provide an error bound if (5) does not hold and
κK = 0. Further note that the error indicators ηa

K and ηb
K given in (6) and (7)

coincide if τ ∈ W is chosen in such a way that ΠKf − κ2
Kuh + div τ = 0 for all

K ∈ Th. In this case ηa
K(τ ) = ηb

K(τ ) = ‖τ −∇uh‖K provides the upper bound (8)
even for κK = 0, see [2].

However, in general the indicators (6) and (7) differ. Considering the optimal
flux reconstruction, the indicator ηa

K typically yields smaller values than ηb
K for small

κKhK including κK = 0. However, if κKhK is large then ηb
K provides tight and robust

upper bound and ηa
K overestimates the error unacceptably. Moreover, formulas (6)

and (7) for ηa
K and ηb

K have different structures, which can be unpleasant from the
practical point of view. Therefore, we unify both these indicators into a single one,
which is comparatively accurate as min{ηa

K(τ ), ηb
K(τ )}, but always (slightly) greater

or equal.

Lemma 2. Let K ∈ Th and let ηa
K and ηb

K be given by (6) and (7). Further, let
τ ∈W and let τ |K satisfy the equilibration condition (5). Finally, let κK > 0. Then

min{ηa
K(τ ), ηb

K(τ )} ≤ ηc
K(τ ), (12)

where

ηc
K(τ ) = ‖τ −∇uh‖K + min

{
hK
π
,

1

κK

}∥∥ΠKf − κ2
Kuh + div τ

∥∥
K
. (13)

Moreover,
ηc
K(τ ) ≤

√
2 min{ηa

K(τ ), ηb
K(τ )}. (14)

Proof. Inequality (12) follows easily from the simple estimate

ηb
K(τ ) ≤ ‖τ −∇uh‖K + κ−1

K

∥∥ΠKf − κ2
Kuh + div τ

∥∥
K
.

Similarly, inequality (14) follows from the estimate

‖τ −∇uh‖K + κ−1
K

∥∥ΠKf − κ2
Kuh + div τ

∥∥
K
≤
√

2ηb
K(τ ).
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Lemma 2 implies that we can replace min{ηa
K(τ ), ηb

K(τ )} by a simpler indica-
tor ηc

K(τ ) in (8) and the upper bound property still holds. On the other hand,
indicator ηc

K(τ ) is not as tight upper bound as min{ηa
K(τ ), ηb

K(τ )}. It can overesti-
mate it, but at most by a factor of

√
2.

3. Local flux reconstructions

All error indicators ηa, ηb, and ηc provide an upper bound on the energy norm of
the error for a wide class of fluxes τ ∈W . However, an arbitrary choice of τ ∈W
would yield a large overestimation of the error. Therefore, the goal is to construct
flux τ ∈W that yields a tight bound. Tight bounds are provided by reconstructions
of Ainsworth and Vejchodský [2] and Braess and Schöberl [5] and in this paper we
compare their accuracy.

The reconstruction of Ainsworth and Vejchodský [2] is based on a fast algorithm
to compute boundary fluxes on element edges. These boundary fluxes are computed
by solving small so-called ‘topology’ systems of linear algebraic equations on patches
of elements sharing a common vertex. Subsequently, the flux τ ∈W is reconstructed
element-by-element using explicit formulae that differ for small and large values of κh.
The resulting error bound is locally efficient and robust with respect to both the mesh
size h and the reaction coefficient κ [2] over the entire range of values of κh. For
future reference, we denote this flux by τAV

h .
The reconstruction of Braess and Schöberl [5] is based on a solution of local

problems on patches of elements around vertices of the triangulation. These local
problems are formulated as mixed finite element problems and correspond to the
minimization of the error bound localized to the patch with an equilibration con-
straint. Although this flux reconstruction was originally designed for pure diffusion
problems, its generalization to the reaction-diffusion case is straightforward. How-
ever, this straightforward generalization does not yield good results for large values
of κh as we will see below. For future reference, we denote this flux by τBS

h .
Both of these flux reconstructions have similar features. For example, in both

cases the flux reconstruction is local and based on patches of elements sharing a com-
mon vertex. If κKhK is small, namely at most of order 1, then the flux τAV

h lies
in the Brezzi-Douglas-Marini space BDM2(Th) = {wh ∈ H(div,Ωh) : wh|K ∈
[P 2(K)]2 ∀K ∈ Th}, while the flux τBS

h lies in the Raviart-Thomas-Nédélec space
RTN1(Th) = {wh ∈ H(div,Ωh) : wh|K ∈ [P 1(K)]2 ⊕ xP 1(K) ∀K ∈ Th}. Spaces
BDM2(Th) and RTN1(Th) are quite similar. They both contain piecewise quadratic
vector fields and RTN1(Th) ⊂ BDM2(Th). In addition, these flux reconstructions
are exactly equilibrated, i.e. ΠKf−κ2

Kuh+div τ = 0 in all elements K ∈ Th for both
τ = τAV

h and τ = τBS
h , provided κKhK is small. This means that in this case all

three error indicators ηa
K , ηb

K , and ηc
K are actually equal for both τAV

h and τBS
h . The

situation is slightly different if κKhK is large, because then the reconstruction τAV
h

no longer satisfies the exact equilibration condition and it does not lie in BDM2(Th)
any more. Instead, it lies in BDM2(T ∗h ), where T ∗h is a certain special refinement
of Th, and the employed error bound is ηb

K .

247



These similarities motivate our interest in the comparison of these two approaches.
We compare them numerically on a couple of examples and find what reconstruction
provides more accurate results. The second question is, what is the absolute accu-
racy of these local reconstructions and what is their potential for improvement. To
answer this, we find the optimal flux reconstruction in the space RTN1(Th). The op-
timal flux is obtained by a global minimization of the error bound under the weakest
equilibration constraints.

4. Global flux reconstructions

In this section we present a procedure yielding the optimal flux reconstruction in
a certain finite dimensional affine subspace Wh ⊂W . The idea is to minimize the
error bound (8) over Wh. Since this error bound consists of a sum of error indicators
and oscillation terms which are independent of τ we minimize the sum of indicators
only. The three error indicators we defined above correspond to the following three
minimization problems:

τ a
h = arg min

τh∈W̃h

∑
K∈Th

[ηa
K(τ h)]

2 , (15)

τ b
h = arg min

τh∈Wh

∑
K∈Th

[
ηb
K(τ h)

]2
, (16)

τ c
h = arg min

τh∈W̃h

∑
K∈Th

[ηc
K(τ h)]

2 , (17)

where W̃h = {τ h ∈Wh : condition (5) holds for all K ∈ Th} is a subset of Wh. Re-
calling the definitions (6) and (13) of ηa

K and ηc
K , we notice that the structure of

problems (15) and (17) is the same. They are both constrained minimization prob-

lems and the only difference of indicators ηa
K ∈ W̃h and ηc

K ∈ W̃h is the constant
multiple of the second term. On the other hand, minimization problem (16) is un-
constrained and the indicator ηb

K ∈Wh has a different structure.
Clearly, problem (16) is a quadratic minimization problem, but problems (15)

and (17) are not quadratic. Since minimization of quadratic functionals is straight-
forward, we transform problems (15) and (17) such that they correspond to the
minimization of a functional quadratic in τ h. For example, in case (15), we use
inequality

[AK(τ h) +BK(τ h)]
2 ≤

(
1 +

1

ξK

)
A2
K(τ h) + (1 + ξK)B2

K(τ h),

where AK(τ h) = ‖τ h −∇uh‖K , BK(τ h) = (hK/π) ‖ΠKf − κ2
Kuh + div τ h‖K , and

ξK > 0 is arbitrary. This inequality holds as equality if ξK = AK(τ h)/BK(τ h). Thus,
instead of minimizing the left-hand side of this inequality over τ h, we equivalently
minimize the right hand side over both ξK > 0 and τ h. Note that the right-hand
side is already quadratic in τ h, but the nonlinear nature of the minimization problem
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cannot be avoided and manifests itself in the nonlinear minimization with respect
to ξK .

Using this approach, we reformulate all problems (15)–(17) to the minimization
of the functional

J(αK , βK , τ h) =
∑
K∈Th

αK ‖τ h −∇uh‖2
K + βK

∥∥ΠKf − κ2
Kuh + div τ h

∥∥2

K
, (18)

where αK and βK are suitable constants defined for all elements K ∈ Th. For
convenience, we use the notation P 0(Th) = {ξ ∈ L1(Ωh) : ξ|K = ξK is a constant
∀K ∈ Th}. Problems (15)–(17), respectively, are then equivalent to:

(τ a
h, ξ

a) = arg min
τh∈W̃h, ξ∈P 0(Th)

J
(
1 + ξ−1

K , (1 + ξK)h2
K/π

2, τ h
)
, (19)

τ b
h = arg min

τh∈Wh

J
(
1, κ−2

K , τ h
)
, (20)

(τ c
h, ξ

c) = arg min
τh∈W̃h, ξ∈P 0(Th)

J
(
1 + ξ−1

K , (1 + ξK) min{h2
K/π

2, κ−2
K }, τ h

)
. (21)

Note that in practice we solve problem (19) iteratively. We start with the natural
choice ξK = 1 for all K ∈ Th, fix it, and solve the quadratic minimization problem
for τ h ∈ W̃h. Then we update ξK to ξK = AK(τ h)/BK(τ h) for all K ∈ Th and
repeat the procedure until we find an (approximate) fixed point for ξK . The case of
problem (21) is completely analogous.

Thus, for fixed ξK , both problems (19) and (21) are quadratic minimization
problems for the functional (18) with suitable and fixed choices of constants αK
and βK . Namely, αK = 1 + ξ−1

K and βK = (1 + ξK)h2
K/π

2 for problem (19) and
αK = 1+ξ−1

K and βK = (1+ξK) min{h2
K/π

2, κ−2
K } for problem (21). The constraint for

these minimizations is the equilibration (5), see the definition of W̃h. The solution of
this constrained minimization problem can be obtained by solving the corresponding
Euler-Lagrange equations: find τ h ∈Wh and dh ∈ P 0(Th) such that

B∗(τ h,wh) +Q∗(dh,wh) = F∗(wh) ∀wh ∈Wh, (22)

−Q∗(qh, τ h) = G∗(qh) ∀qh ∈ P 0(Th), (23)

where

B∗(τ h,wh) =
∑
K∈Th

∫
K

(αKτ h ·wh + βK div τ h divwh) dx,

Q∗(dh,wh) =
∑
K∈Th

∫
K

dh divwh dx,

F∗(wh) =
∑
K∈Th

∫
K

(
αK∇uh ·wh − βK(ΠKf − κ2

Kuh) divwh

)
dx,

G∗(qh) =
∑
K∈Th

∫
K

(ΠKf − κ2
Kuh)qh dx.
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Note that equality (23) corresponds to the equilibration constraint (5) and that dh is
the Lagrange multiplier. Consequently, if τ h ∈ Wh solves (22)–(23) then it lies

actually in W̃h.
The case of the minimization problem (20) is even simpler. It is a quadratic

minimization with no constraints. Therefore, its solution τ h ∈ W h is given by the
corresponding Euler-Lagrange equations

B∗(τ h,wh) = F∗(wh) ∀wh ∈Wh, (24)

where the constants αK and βK are 1 and κ−2
K , respectively.

5. Numerical results

In this section, we consider two examples of reaction-diffusion problems. We
solve them on a series of uniformly refined meshes and compute several error bounds
of the form (8). In particular, we compute three error bounds ηa, ηb, and ηc,
which are obtained from (4) by using indicators ηa

K , ηb
K , and ηc

K in place of ηK .
In addition, we compute five different flux reconstructions. Namely, the local re-
constructions τAV

h and τBS
h described in Section 3, and three global reconstruc-

tions τ a
h, τ

b
h, and τ c

h in Wh = RTN1(Th) ∩W , see Section 4. Recall that recon-
structions τAV

h and τBS
h are fully equilibrated and thus ηa(τAV

h ) = ηb(τAV
h ) = ηc(τAV

h )
and ηa(τBS

h ) = ηb(τBS
h ) = ηc(τBS

h ). For simplicity, we denote these two numbers
by η(τAV

h ) and η(τBS
h ), respectively. Further, we use Lemma 2 to improve the error

bound obtained by ηc
K(τ c

h). Once, we have computed τ c
h, which is an expensive

calculation, we can virtually for free evaluate the error bound

ηmin(τ c
h) = min{ηa(τ c

h), η
b(τ c

h)},

which is guaranteed to be less than or equal to ηc
K(τ c

h) and Theorem 1 implies that
it is still an upper bound on the error. In order to compare the accuracy of these
error bounds we use the index of effectivity Ieff = η(τ h)/|||u − uh|||, where u is the
exact solution of problem (1) defined in Ω.

Example 1. Let us consider problem (1) in the domain of the shape of three
quarters of a circular disk. Namely Ω = {(r, θ) : 0 ≤ r < R and π/2 < θ < 2π},
where (r, θ) are the usual polar coordinates. We set ΓD = ∂Ω, ΓN = ∅, and
f(r, θ) =

(
32R−4/3/9 + κ2r2/3 − κ2R−4/3r2

)
sin(2θ/3 − π/3). The exact solution to

this problem u(r, θ) = (r2/3 − R−4/3r2) sin(2θ/3 − π/3) has a singularity at the re-
entrant corner and we will use it to compute the energy norm |||u− uh||| of the error.
For simplicity, we consider R = 1 and solve the problem for various constant values
of κ.

The coarsest mesh we use is shown in Figure 1 (left). We then uniformly refine
this mesh several times and compute the indices of effectivity for the above described
error bounds on this sequence of meshes. Figure 2 (left) presents these results for
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Figure 1: Domains and the coarsest meshes for Examples 1 (left) and 2 (right).

κ = 100. These results confirm that all these error bounds behave robustly with
respect to the mesh size, although the case κ = 100 seems to be difficult for error
bounds of this type and several of them yield indices of effectivity up to 5.

Figure 2 (right) shows how these indices of effectivity vary with κ, provided the
mesh is fixed. We have chosen two times refined initial mesh. We observe that not
all the error bounds provide robust bounds over this range of κ. Estimators η(τBS

h )
and ηa(τ a

h) overestimate the error hugely if κ is large (κ ≥ 100 in this case). This is
not too surprising, because these two error bounds are not designed to be robust in
the singularly perturbed case. On the other hand, for small values of κ (below 100)
all error bounds provide very accurate results with indices of effectivity below 1.2.
Only the bound η(τAV

h ) yields indices of effectivity around 1.7.

Example 2. Let Ω be a unit disk, f = 1, and homogeneous Dirichlet boundary
conditions be prescribed on the boundary of Ω. Then, the exact solution of prob-
lem (1) is u = (1 − r2)/4 for κ = 0 and u = κ−2(1 − I0(κr)/I0(κ)) for κ > 0. Here,
r2 = x2 + y2 and I0 stands for the modified Bessel function of the first kind.

As in Example 1, we solve this problem on a series of uniformly refined meshes,
where the coarsest mesh is presented in Figure 1 (right). Figure 3 presents the
results in the same manner as Figure 2. Conclusions are basically the same as for
Example 1. A difference is that in this example all error bounds provide consistently
better results than in Example 1. The reason probably is that the exact solution in
this example has no singularity and that the right-hand side f is constant and thus,
there are no quadrature errors and the oscillation term vanishes.

If κ is small (below 100) then all error bounds yield almost exact results. An
exception is η(τAV

h ) which overestimates the error by about 7 % with a worse accuracy
already for κ = 10. On the other hand if κ is large (above 100) then the local
bound η(τBS

h ) and the global bound ηa(τ a
h) overestimate the error hugely. However,

all the other error bounds provide almost exact results. The intermediate range
of values of κ around 100 seems to be problematic for all considered error bounds,
because they all exhibit the least accurate values there.
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Figure 2: Results of Examples 1. The left panel shows the variations of the
index of effectivity for various error bounds on a sequence of uniformly refined
meshes for κ = 100. The mesh sizes h for these meshes are approximately
0.24, 0.12, 0.060, 0.030, 0.015, 0.0075, respectively. The right panel presents their vari-
ation with respect to κ on the mesh with NDOF = 1533 (h ≈ 0.060), i.e. the two
times refined the initial mesh.
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Figure 3: Results of Examples 2. The left panel shows the variations of the
index of effectivity for various error bounds on a sequence of uniformly refined
meshes for κ = 100. The mesh sizes h for these meshes are approximately
0.24, 0.12, 0.062, 0.031, 0.016, 0.0078, respectively. The right panel presents their vari-
ation with respect to κ on the mesh with NDOF = 2001 (h ≈ 0.062), i.e. the two
times refined the initial mesh.

6. Conclusions

We have compared the accuracy of two local flux reconstructions and assessed
their accuracy with respect to optimal reconstructions computed as global minimiza-
tion problems. We observe that both the locally computed error bounds provide good
accuracy if κh is smaller than approximately 1/2. However, the bound η(τBS

h ) pro-
vides results close to the optimal values computed by the global minimization and
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performs considerably better than η(τAV
h ). On the other hand, if κh is larger than

approximately 50 then the bound η(τBS
h ) overestimates the true error unacceptably.

The reason is the unnatural form of the error bound and too restrictive equilibration
of τBS

h . Similarly, even the globally computed bound ηa(τ a
h) overestimates the er-

ror unacceptably. Nevertheless, all the other error bounds provide accurate results.
Namely, the local flux reconstruction τAV

h yields practically as accurate results as
the globally computed optimal reconstructions. The intermediate values of κh seem
to be problematic for the accuracy of error bounds of the considered type. Although
all error bounds provide acceptable results for these values of κh, their accuracy is
worse and sometimes considerably worse than their accuracy for other values of κh.
(Bound ηb(τ b

h) in Example 1 being the only exception in the provided examples.)
In general, comparing the two locally computed error bounds, we may conclude

that η(τBS
h ) is very accurate and yields close to optimal results for κh small. How-

ever, if κh is large then than η(τBS
h ) fails. The second locally constructed error

bound η(τAV
h ) is less accurate for small values of κh, but still provides acceptable

values. For large values of κh it gives nearly optimal results.
The secondary conclusion we can draw from the performed experiments, concerns

the globally computed reconstructions and the three possible forms of the error
bounds. The form ηa cannot be recommended in general, because it provides accurate
results for small values of κh only. The form ηb provides accurate results over the
whole range of values of κh > 0. Even more, it provides the best results except
for cases with small κh, where it is only slightly worse than ηa. The disadvantage
of ηb is the fact that it is undefined in the important case κ = 0. Therefore, we can
recommend to use ηc as a robust solution. The bound ηc and especially its improved
variant ηmin provides results that are close to the best in all cases.

The obtained results suggest several directions for future investigations. First,
there is a potential for further improvements of the bound η(τAV

h ), which is not
as accurate as it could be for small and intermediate values of κh. Second, the
bound η(τAV

h ) is almost optimal for large values of κh, but this flux reconstruction
is constructed on the refined mesh T ∗h . However, the performance of the global flux
reconstructions τ b

h and τ c
h clearly shows that a robust reconstruction is possible even

on the original mesh Th. Therefore, we may try to simplify the construction of τAV
h

for large values of κh and define it on Th only while keeping its robust and accurate
performance. Third, the bound η(τBS

h ) can be improved and redefined in such a way
that it is robust and accurate even in the singularly perturbed case.

Finally, let us point out that the presented error bounds estimate the error ũ− uh,
which includes the discretization error, quadrature errors, round-off errors, and the
error of the solver of linear algebraic equations. However, these error bounds ignore
the domain approximation error u− ũ. Therefore, they could theoretically underes-
timate the total error u− uh in the case of large domain approximation error. Both
the presented examples exhibit nonzero domain approximation error, but the used
meshes seem to approximate the exact domain Ω well, because we do not observe
any indices of effectivity below zero.
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[1] Ainsworth, M. and Vejchodský, T.: Fully computable robust a posteriori error
bounds for singularly perturbed reaction–diffusion problems. Numer. Math. 119
(2011), 219–243.
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[10] Kř́ıžek, M.: Conforming equilibrium finite element methods for some elliptic
plane problems. RAIRO Anal. Numér. 17 (1983), 35–65.

[11] Kunert, G.: A posterior H1 error estimation for a singularly perturbed reaction
diffusion problem on anisotropic meshes. IMA J. Numer. Anal. 25 (2005),
408–428.

254
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1. Introduction

The result presented in this talk is mainly from a recent work [8] by the author

and his coworker.

Martensitic transformations are displacive, diffusionless and are responsible for

the formation of some microstructures, like martensite which is a key microstructure

of some materials and thus determines properties of those materials, for example,

shape memory effect [16, 17] of shape memory alloys. Martensite can grow at tem-

peratures close to absolute zero and at speeds in excess of 1000ms−1. Thus it is

very difficult to obtain, by observing this process directly, useful information to

understand its mechanism, instead mathematical modeling is a powerful tool, for

instance, phase-field method has been proved extremely powerful to both theoretical

and numerical analysis of phenomena in materials science (see e.g., [9, 10, 20]).

To understand this type of rapidly changing processes, the author and his coworker

proposed in [2, 4] a new phase-field model, which consists of a linear elasticity system

and a nonlinear degenerate parabolic equation of second order. In this talk we ne-

glect the elasticity effect of solids and formulate a little simpler model. To formulate
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an initial-boundary value problem for this model, we first introduce some notations.

Let Ω be an open bounded domain in R
3 with smooth boundary ∂Ω. It represents

the points of a material body. Define Qt := (0, t)× Ω. Then the model reads

St = −c
(

ψ̂′(S)− ν∆xS
)

|∇xS| (1)

which is satisfied in QT with T > 0. Here, S is an order parameter taking the values

between 0 and 1, and S ≈ 0 and S ≈ 1 indicate that the material is in phases γ and

γ′, respectively. ∇x and ∆x are, respectively, the gradient and Laplace operators,

and St denotes the partial derivative of S with respect to t, and

|∇xS| =
( 3∑

i=1

|∂xi
S|2

) 1

2

.

ψ̂′(S) is the derivative of the function ψ̂(S) which is taken as a double-well potential

so that ψ̂(S) has at least two local minima, say S = 0 and S = 1, and a maximum

in-between. It holds that ψ̂ ′(0) = ψ̂ ′(1) = 0. c, ν are positive constants.

To derive the model, we choose a free energy Ψ(t) =
∫

Ω
ψ(S,∇xS)dx with the

density

ψ(S,∇xS) = ψ̂(S) +
ν

2
|∇xS|2.

Straightforward computations show that if equation (1) is satisfied, then the validness

of the second law of thermodynamics is guaranteed (cf. Alber and Zhu [2, 3]).

We add, respectively, the following Dirichlet boundary and initial conditions

S|[0,T ]×∂Ω = 0, (2)

S|{t=0}×Ω̄ = S0. (3)

Thus we complete the formulation of the initial-boundary value problem.

Let us now compare this model with the Allen-Cahn model which has been widely

accepted as a model for phase separation driven by mean curvature, and comprises

of

St = −c (ψ̂′(S)− ν∆xS). (4)

This differs from (1) by the gradient term |∇xS|. We conclude that:

(i) Equation (1) is degenerate, non-uniformly parabolic with non-smooth coefficients;

while (4) is uniformly parabolic with smooth coefficients.

(ii) Our model implies that after a part of a material changes to, say, phase 1 over an

open sub-region, then we have ∇xS = 0 which together with Eq. (1) implies St = 0,

thus S keeps the same value which means the material is kept in phase 1 over that

sub-region. This is confirmed by observation. However in the Allen-Cahn model

there is no such property, namely, the material is still changing after it achieves its
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equilibrium over an open sub-domain because even if ∇xS = 0 over an open sub-

region one cannot obtain from (4) that St = 0 over that sub-domain. Thus, the

Allen-Cahn model is suitable for phase separation.

We shall prove the existence of viscosity solutions to problem (1)–(3). The prin-

ciple part, i.e. cν|∇xS|∆xS, of this model is not in divergence form, and the order

parameter equation is degenerate. Thus to investigate the validity of problem (1)–(3),

we employ the notion of viscosity solution. Introduce Hamiltonian H by

H(S, q, r) = −c (ψ̂′(S)− ν r)|q|, q ∈ R
3, r ∈ R. (5)

Definition 1.1 A function S which belongs to the space C(Q̄T ), is called a viscosity

solution to problem (1)–(3) if S satisfies both i) and ii) below:

i) S is a sub-viscosity solution to (1)–(3), i.e. for any function φ(t, x) in C2,1(Q̄T ),

if S − φ attains its local maximum at (τ, y), then

φt(τ, y) ≤ H(S(τ, y),∇xφ(τ, y),∆xφ(τ, y)), (6)

and there holds that S(t, x) ≤ 0 for all (t, x) ∈ [0, T ]× ∂Ω, and that S(0, x) ≤ S0(x)
for all x ∈ Ω;

ii) S is a super-viscosity solution to (1)–(3), i.e. for any function φ(t, x) in C2,1(Q̄T ),

if S − φ achieves its local minimum at (τ, y), then

φt(τ, y) ≥ H(S(τ, y),∇xφ(τ, y),∆xφ(τ, y)), (7)

and there holds that S(t, x) ≥ 0 for all (t, x) ∈ [0, T ]× ∂Ω, and that S(0, x) ≥ S0(x)
for all x ∈ Ω.

Now we may state the main result.

Theorem 1.1 Let T be a given positive constant. Suppose that ∂Ω ∈ C2+β for some

real positive number β ∈ (0, 1), and that S0 ∈ W 1,∞
0 (Ω) satisfies 0 ≤ S0(x) ≤ 1 for

almost every x ∈ Ω̄. Furthermore, we assume that the potential ψ̂ is C2-continuous.

Then there exists a viscosity solution S to problem (1) – (3) in the sense of

Definition 1.1, such that 0 ≤ S(t, x) ≤ 1 for almost every (t, x) ∈ Q̄T .

S ∈ C(Q̄T ) ∩ L∞(0, T ;W 1,∞
0 (Ω)), St ∈ L2(QT ). (8)

The main difficulties in the proof of Theorem 1.1 are as follows: First, the equa-

tion of S is nonlinear, and its principal part cannot be rewritten in the divergence

form, moreover, we shall find that a priori estimates of the highest derivative of

approximate solutions depend on a term which is a function of the gradient of the

order parameter, and plays a role of weight. This term is not uniformly bounded

from below with respect to a small parameter, thus it leads to that standard lemmas

of compactness do not apply to our problem. So we apply the concept of viscosity
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solutions. Second, equation (1) is non-uniform, degenerate and its coefficients are

not smooth.

Our strategies for overcoming these difficulties are in order. We make a suitable

smooth approximation of the non-smooth term, then the equation becomes a uni-

formly parabolic one with smooth coefficients. We first derive the energy estimates,

and also the uniform L∞-bound of the gradient of S with the help of a technique

from the book by Ladyzenskaya et al. [15]. The main idea behind the technique

is to show that the measure of the set AK(t) = {x ∈ Ω | z(t, x) > K} is zero

for sufficiently large K, where z is a nonlinear function in ∇xv and v is defined by

S = φ(v) with φ being a smooth nonlinear function. However we find it is not able

to do this in one step, instead we must divide AK(t) = {x ∈ Ω | z(t, x) > K} into

∪∞
i=1AK,i(t) = {x ∈ Ω | K + i− 1 < z(t, x) ≤ K + i} and prove the measure of each

subset is zero when K is sufficiently large. After modifying that technique in this

way, we can make use of the good term to each subset and establish the L∞-bound

of the gradient of S. Then we employ these estimates to obtain the compactness of

the approximate solutions.

We recall some literature related closely to our results. For the viscosity solu-

tions, we refer to Crandall and Lions [12], Crandall, Ishii and Lions [11]. For the

model investigated in this talk, the study from various aspects has been carried out,

see Alber and Zhu [2, 3, 4, 5, 6, 7], Kawashima and Zhu [14], Ou and Zhu [18],

Zhu [21, 22, 23]. Acharya et al. in [1], and Hildebrand et al. in [13] study a model

which is closely related to ours.

Notations. Let m,n be nonnegative integers, and p, q ≥ 1. α denotes a real

number in (0, 1). Let Lp(Ω), Wm,p(Ω) are standard Lebesgue and Sobolev spaces,

and Hm(Ω) = Wm,2(Ω). We denote by Cm+α(Ω) the space of m−times differen-

tiable functions on Ω, whose m−th derivative is Hölder continuous with exponent α.
The space Cα,α/2(QT ) consists of all functions on QT , which are Hölder continu-

ous in the parabolic distance d((t, x), (s, y)) :=
√

|t− s|+ |x− y|2. Cm,n(QT ) and

Cm+α,n+α/2(QT ) are the spaces of functions, whose x-derivatives up to order m and

t-derivatives up to order n belong to C(QT ) or to C
α,α/2(QT ), respectively.

2. Existence of solutions

2.1. Approximate solutions

To construct approximate solutions, we formulate an approximate problem to

the original problem (1)–(3). To this end, for κ > 0, we smooth the term |∇xS| as
follows

|∇xS|κ =
√

|∇xS|2 + κ2,

and choose a sequence Sκ
0 ∈ C∞

0 (Ω) such that

‖Sκ
0 − S0‖H1(Ω) → 0

as κ→ 0 since C∞
0 (Ω) is dense in H1

0 (Ω).
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Then we can approximate the initial-boundary value problem (1)–(3) by the

following problem

St = cν|∇xS|κ∆xS − cψ̂′(S)(|∇xS|κ − κ), (9)

and the boundary and initial conditions become

S|[0,T ]×∂Ω = 0, (10)

S|{0}×Ω̄ = Sκ
0 . (11)

For the sake of simplicity, we use the following notations. Define

aij = aij(∇xS) = cν|∇xS|κδij , and (12)

a = a(S,∇xS) = cψ̂′(S)(|∇xS|κ − κ) (13)

where δij is the Kronecker delta, i, j = 1, 2, 3. Straightforward computations show

that

c
√
2 ν

2
(κ + |p|)ξ2 ≤ aijξiξj ≤ cν(κ+ |p|)ξ2, (14)

∣
∣
∣
∣

∂aij
∂pk

∣
∣
∣
∣

≤ cν, (15)

|a(S, p)| ≤ µ1(|S|)P (|p|)(κ+ |p|)3, (16)

−∂a(S, p)
∂S

≤ µ2(|S|)P (|p|)(κ+ |p|)3, (17)
∣
∣
∣
∣

∂a(S, p)

∂pk

∣
∣
∣
∣

≤ µ3(|S|)P (|p|)(κ+ |p|)2. (18)

where P (|p|) = (κ + |p|)−2.

Recalling an existence theorem from [15, p. 558], we check that all conditions of

this theorem are satisfied for any given κ > 0, thus we can formulate the following

theorem.

Theorem 2.1 Let T > 0. Assume that ∂Ω ∈ C2+β with some β ∈ (0, 1). For any

given κ, the coefficient functions aij(p) and a(S, p) are continuously differentiable

with respect to their arguments S, p, and (14) – (18) are satisfied. Suppose that the

following compatibility conditions are satisfied

S0|∂Ω = 0, (19)

ν|∇xS0(x)|κ∆xS0(x)− ψ̂′(S0(x))(|∇xS0(x)|κ − κ) = 0 (20)

for all x ∈ ∂Ω.
Then there exists a solution S ∈ C2+α,1+α/2(Q̄T ) of problem (9) – (11). This

solution has derivatives Stxi
∈ L2(QT ), i = 1, 2, 3 .
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2.2. A priori estimates

We list in this subsection a priori estimates which are uniform in κ ∈ (0, 1], for
the approximate solutions. For simplicity we denote ‖f‖ = ‖f‖L2(Ω). C is a universal

constant which is independent of κ and may vary from line to line.

This subsection is devoted to uniform bound of S and to the energy estimates.

Lemma 2.1 There hold for almost every t ∈ [0, T ]

‖Sκ‖L2(0,T ;W 1,∞(Ω)) ≤ C, (21)
∫ t

0

∫

Ω

(|∇xS
κ|κ|∆xS

κ|2 + |Sκ
t |2)dτdx ≤ C. (22)

2.3. Weak solutions to the phase-field model

In this subsection we shall make use of the a priori estimates to investigate the

limits of the approximate solutions by using the following lemma of compactness.

Lemma 2.2 (Aubin-Lions) Let B0, B, B1 be Banach spaces satisfying that

B0, B1 are reflexive and

B0 ⊂⊂ B ⊂ B1.

Here, by ⊂⊂ we denote the compact imbedding. Define

W =

{

f | f ∈ Lp0(0, T ;B0), f
′ =

df

dt
∈ Lp1(0, T ;B1)

}

with T being a given positive number and 1 < p0, p1 < +∞.

Then the embedding of W into Lp0(0, T ;B) is compact.

Proof of Theorem 1.1. We choose

B0 =W 1,∞(Ω), B = C(Ω̄), B1 = L2(Ω),

and p0 = p, p1 = 2 (where p is an arbitrary positive number greater than 1), then we

infer from Lemma 2.2 that Sκ is a compact sequence in C(Q̄T ). Then by the standard

argument for passing to limits in the theory of viscosity solutions, we complete the

proof of Theorem 1.1.
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Kučera, V. . . . . . . . . . . . . . . . 132
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PROGRAM OF THE CONFERENCE

Wednesday, November 18

13.00 – 14.00 Registration
14.00 – 15.00 Opening

Jiří Rákosník, Director of the Institute of Mathematics
Presentation of the Medal of the Czech Mathematical Society
to Milan Práger and Emil Vitásek

Karel Segeth: Professor Ivo Babuška
Ivo Babuška: Courant element: before and after (video record)
Michal Křížek: Asteroid no. 36060. My wonderful numerical
analysis teachers – Milan Práger and Emil Vitásek

15.00 – 15.30 Jan Chleboun
On uncertain data in the modeling of magnetostrictive energy har-
vesting

15.30 – 16.00 Coffee Break

16.00 – 16.30 John Whiteman
Towards a proof-of-concept for acoustic localisation of coronary
artery stenoses

16.30 – 17.00 István Faragó
Qualitative properties in discrete space-time models of epidemic
propagation

17.00 – 17.30 Sergey Korotov
Conforming post-refinements of adjacent 3D meshes

Thursday, November 19

9.00 – 9.30 Miloslav Feistauer
Discontinuous Galerkin method for the solution of dynamic elas-
ticity problems and applications to fluid-structure interaction

9.30 – 10.00 Vít Dolejší
hp-adaptive discontinuous Galerkin method for PDEs

10.00 – 10.30 Zhimin Zhang
Some recent development in superconvergence theory

10.30 – 11.00 Coffee Break

11.00 – 11.30 Drahoslava Janovská
Filippov systems with DAE
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11.30 – 12.00 Vladimír Janovský
A numerical analysis of a lumped parameter friction model

12.00 – 14.00 Lunch Break

14.00 – 14.20 Kenta Kobayashi
On the interpolation constants over triangular elements

14.20 – 14.40 Monika Balázsová
Stability analysis of the space-time discontinuous Galerkin method
in the ALE framework

14.40 – 15.00 Michal Beneš
Multi-time-step domain decomposition methods for parabolic pro-
blems

15.00 – 15.20 Larisa Beilina
Iteratively regularized adaptive finite element method in the re-
construction of coefficients in Maxwell’s equations

15.20 – 15.40 Coffee Break

15.40 – 16.00 Petr Sváček
On application of extended finite element method for two phase
flows with treatment of surface tension and contact angles

16.00 – 16.20 Pavel Kůs
Convergence and stability of higher-order finite element solution
of diffusion-reaction equation with Turing instability

16.20 – 16.40 Erdoğan Şen
The regularized trace formula for differential operator equation
with unbounded operator coefficient

16.40 – 17.00 Xia Ji
C0 IPG for transmission eigenvalue problems

18.00 – 23.00 Conference Dinner, U Seminaristy Restaurant, Spálená St. 45

Friday, November 20

9.00 – 9.30 Zdeněk Strakoš
Preconditioning and the conjugate gradient method in the context
of solving PDEs

9.30 – 10.00 Radim Blaheta
Poroelasticity: LBB, locking phenomena, preconditioning

10.00 – 10.30 Hehu Xie
A full multigrid method for eigenvalue problems

10.30 – 11.00 Coffee Break

11.00 – 11.30 Takuya Tsuchiya
Error estimates for Lagrange interpolations on triangles
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11.30 – 12.00 Torsten Linß
Maximum-norm a posteriori error estimates for parabolic pro-
blems

12.00 – 14.00 Lunch Break

14.00 – 14.20 Jan Zeman
Guaranteed a-posteriori error bounds in homogenization via
Fourier-Galerkin methods

14.20 – 14.40 Roberto Castelli
Analytical enclosure of fundamental matrix solution with appli-
cations

14.40 – 15.00 Lucie Kárná
How message doubling improve error detection in BSC model

15.00 – 15.20 Irena Sýkorová
Some remarks on function approximation problem

15.20 – 15.40 Coffee Break

15.40 – 16.00 Gianni Pagnini
Wildland fire propagation modelling: A novel approach reconci-
ling models based on moving interface methods and on reaction-
diffusion equations

16.00 – 16.20 Yana Di
Numerical simulations on adsorption of the surfactant

16.20 – 16.40 Shuhua Zhang
Modeling and computation of transboundary industrial pollution
with emission permits trading by stochastic differential game

16.40 – 17.00 Jaroslav Mlýnek
Optimization of heat radiation intensity and use of evolutionary
algorithm

17.00 – 17.20 Jiří Nedoma
Dynamic contact problems in bone neoplasm analyses and the
primal-dual active set (PDAS) method

Saturday, November 21

10.00 – 12.00 A walk through the Old Town
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