Chapter 49
Coordination Control of Distributed Discrete-Event Systems

Jan Komenda and Tomáš Masopust

Abstract The aim of this essay is to provide a brief introduction to the coordination control approach for distributed discrete-event systems with synchronous communication, where synchronous communication means synchronization of subsystems by the simultaneous occurrence of shared events.

49.1 Motivation

Supervisory control of distributed discrete-event systems with synchronous communication and a global specification is a difficult problem. Control synthesis relying on the composition of all subsystems is not feasible in general because of its exponential complexity in the number of subsystems. Hence a local control synthesis is preferred. However, controllers based only on the local control synthesis may be blocking, and, if not blocking, they may not reach the performance of the global control synthesis. Therefore a form of coordination between the subsystems is needed.

The coordination control architecture proposed in [11] is applicable in general and deals with a control synthesis for distributed systems with a global specification. Coordination control was first developed for prefix-closed languages in [10] and then further extended to partial observations in [6]. A non-prefix-closed extension is discussed in [7]. The approaches for prefix-closed languages are implemented in the software library libFAUDES [14].

For simplicity, the theoretical development considers the special case of two subsystems. However, the extension to more subsystems is straightforward as demonstrated in the example consisting of three subsystems.
49.2 Problem

Consider a system given by a composition of generators $G_1$ and $G_2$ over the event sets $\Sigma_1$ and $\Sigma_2$, respectively. Let $G_k$ be a coordinator over an event set $\Sigma_k$ such that $\Sigma_k \supseteq \Sigma_1 \cap \Sigma_2$. Assume that the specification $K \subseteq L_m(G_1 || G_2 || G_k)$ and its prefix-closure $K$ are conditionally decomposable with respect to event sets $\Sigma_1$, $\Sigma_2$, and $\Sigma_k$ (see Section 49.3). The aim of the coordination control synthesis is to determine nonblocking supervisors $S_1$, $S_2$, $S_k$ for respective generators such that

$$L_m(S_k || G_k) \subseteq P_k(K) \quad \text{and} \quad L_m(S_i || (S_k || G_k)) \subseteq P_{i+k}(K),$$

for $i = 1, 2$, and the closed-loop system with the coordinator satisfies

$$L_m(S_1 || (G_1 || (S_k || G_k))) \parallel L_m(S_2 || (G_2 || (S_k || G_k))) = K. \quad \Diamond$$

Note that one could expect that the equality $L(S_1 || (G_1 || (S_k || G_k))) \parallel L(S_2 || (G_2 || (S_k || G_k))) = K$ for prefix-closed languages should also be required in the statement of the problem, but it is sufficient to require the equality for marked languages since it implies that

$$K = L_m(S_1 || (G_1 || (S_k || G_k))) \parallel L_m(S_2 || (G_2 || (S_k || G_k))) \subseteq L_m(S_1 || (G_1 || (S_k || G_k))) \parallel L_m(S_2 || (G_2 || (S_k || G_k))) \subseteq P_{1+k}(K) \parallel P_{2+k}(K) = K.$$

If such supervisors exist, their synchronous product is a nonblocking supervisor for the global plant, cf. [5].

**Example 49.1.** Database transactions are examples of discrete-event systems that should be controlled to avoid incorrect behaviors. Transactions are modeled by a sequence of request ($r$), access ($a$), and exit ($e$) operations. Often, several users access the database, which can lead to inconsistencies when executed concurrently, because not all interleavings of operations give a correct behavior. Consider three users with events $r_i, a_i, e_i$, where $i = 1, 2, 3$. All possible schedules are described by the behavior of the plant $G_1 || G_2 || G_3$, where $G_1, G_2, G_3$ are nonblocking generators with $L_m(G_j) = \{(r_ja_je_j)^j \mid j \in \mathbb{Z}_+\}$, which is also denoted as $(r_ja_je_j)^\ast$, and the set of controllable events is $\Sigma_c = \{a_i \mid i = 1, 2, 3\}$. The specification $K$ (Fig. 49.1) describes the correct behavior consisting in finishing the transaction in the exit stage before another transaction can proceed to the exit phase.

![Fig. 49.1 Specification $K$](image-url)
49.3 Concepts

The reader is referred to Chapter ?? for the basic notions and concepts of discrete-event systems and supervisory control. Having a global specification, the first step we need to do is to identify the right parts of the specification corresponding to each of the respective subsystems.

A language $K$ is conditionally decomposable with respect to event sets $\Sigma_1, \Sigma_2, \Sigma_k$, where $\Sigma_1 \cap \Sigma_2 \subseteq \Sigma_k \subseteq \Sigma_1 \cup \Sigma_2$, if

$$K = P_{1+k}(K) \parallel P_{2+k}(K),$$

where $P_{i+k} : (\Sigma_1 \cup \Sigma_2)^* \rightarrow (\Sigma_1 \cup \Sigma_k)^*$ is a projection, for $i = 1, 2$.

There always exists an extension of $\Sigma_k$ that satisfies this condition; $\Sigma_k = \Sigma_1 \cup \Sigma_2$ is such a trivial example. A polynomial algorithm to check whether the condition is satisfied and, if not, to extend the event set $\Sigma_k$ so that it becomes satisfied can be found in [9]. The question which extension is the most appropriate requires further investigation. To find the minimal extension with respect to set inclusion is an NP-hard problem [8].

For event sets $\Sigma_i, \Sigma_j, \Sigma_\ell \subseteq \Sigma$, in what follows we use the notation $P_{i+j+\ell}$ to denote the projection from $(\Sigma_1 \cup \Sigma_j)^*$ to $\Sigma_\ell^*$. If $\Sigma_1 \cup \Sigma_j = \Sigma$, we simplify the notation to $P_\ell$.

Moreover, $\Sigma_{i,u} = \Sigma_i \cap \Sigma_u$ denotes the set of locally uncontrollable events of the event set $\Sigma_i$.

Languages $K$ and $L$ are synchronously nonconflicting if $K \parallel L = K \parallel L$.

Lemma 49.1 ([8]). Let $K$ be a language. If the language $K$ is conditionally decomposable, then the languages $P_{1+k}(K)$ and $P_{2+k}(K)$ are synchronously nonconflicting.

49.4 Construction of Coordinator

In the statement of the problem above, we have mentioned the notion of a coordinator. The fundamental problem, however, is the construction of such a coordinator. We now discuss one of the possible constructions of a suitable coordinator.

Algorithm 1 (Construction of a coordinator) Consider two subsystems $G_1$ and $G_2$ over the event sets $\Sigma_1$ and $\Sigma_2$, respectively, and let $K$ be a specification language. Construct an event set $\Sigma_k$ and a coordinator $G_k$ as follows:

1. Set $\Sigma_k = \Sigma_1 \cap \Sigma_2$ to be the set of all shared events.
2. Extend $\Sigma_k$ with events of $\Sigma_1 \cup \Sigma_2$ so that $K$ and $K$ are conditionally decomposable (for instance using a method described in [9]).
3. Set the coordinator $G_k = P_k(G_1) \parallel P_k(G_2)$; for a generator $G$ and a projection $P$, $P(G)$ is a generator whose behavior satisfies $L(P(G)) = P(L(G))$ and $L_m(P(G)) = P(L_m(G))$. 
Example 49.2. Consider the statement of Example 49.1. We can verify that for \( \Sigma_k = \{ a_1, a_2, a_3 \} \), the specification language \( K \) and its prefix closure \( \overline{K} \) are conditionally decomposable with respect to \( \Sigma_1, \Sigma_2, \Sigma_3 \) and \( \Sigma_k \). The coordinator is then computed as \( G_k = P_k(G_1) \parallel P_k(G_2) \parallel P_k(G_3) \).

From the complexity viewpoint, the problem is that the projected generator \( P_k(G_i) \) can have exponential number of states compared to the generator \( G_i \). So far, the only known condition ensuring that the projected generator is smaller (in the number of states) than the original one is the observer property (see Definition 49.1 below). Therefore, we might need to add step (2b) to further extend \( \Sigma_k \) so that the projection \( P_k \) is an \( L(G_i) \)-observer, for \( i = 1, 2 \). A polynomial algorithm how to do this can be found in [16, 2].

Definition 49.1 (Observer property). Let \( \Sigma_k \subseteq \Sigma \). The projection \( P_k : \Sigma^* \rightarrow \Sigma_k^* \) is an \( L \)-observer for a language \( L \subseteq \Sigma^* \) if for every \( t \in P(L) \) and \( s \in L \), if \( P(s) \) is a prefix of \( t \), then there exists \( u \in \Sigma^* \) such that \( su \in L \) and \( P(su) = t \), cf. Fig. 49.2.

![Fig. 49.2 Demonstration of the observer property](image)

Example 49.3. The projection \( P_k \) from Example 49.2 is a \( K \)-observer, but it is not an \( L_m(G_i) \)-observer for \( i = 1, 2, 3 \). However, the projected generators \( P_k(G_i), i = 1, 2, 3 \), have only one state.

Theorem 49.1. If a projection \( P \) is an \( L(G) \)-observer for a generator \( G \), then the minimal generator for the language \( P(L(G)) \) has no more states than \( G \).

Based on this result, the coordinator \( G_k \) is expected to be quite small compared to the global plant \( G_1 \parallel G_2 \).

49.5 Theory

The theory presented here is based on the latest results that can be found in [7] (see also [8]), together with the results from [10].

Let \( G_1 \) and \( G_2 \) be two generators over \( \Sigma_1 \) and \( \Sigma_2 \), respectively, and let \( G_k \) be a coordinator over \( \Sigma_k \). A language \( K \subseteq L(G_1 \parallel G_2 \parallel G_k) \) is conditionally controllable for generators \( G_1, G_2, G_k \) and uncontrollable event sets \( \Sigma_{1,u}, \Sigma_{2,u}, \Sigma_{k,u} \) if
1. \(P_k(K)\) is controllable with respect to \(L(G_k)\) and \(\Sigma_{k,u}\).
2. \(P_{1+k}(K)\) is controllable with respect to \(L(G_1) \parallel P_k(K)\) and \(\Sigma_{1+k,u}\),
3. \(P_{2+k}(K)\) is controllable with respect to \(L(G_2) \parallel P_k(K)\) and \(\Sigma_{2+k,u}\),

where \(\Sigma_{i+k,u} = (\Sigma_i \cup \Sigma_k) \cap \Sigma_u\), for \(i = 1, 2, 3\).

**Example 49.4.** Consider Example 49.2. It can be verified that \(P_k(K) = \{a_1, a_2, a_3\}\) is controllable with respect to \(L(G_k) = P_k(K)\) and \(\Sigma_{k,u} = \emptyset\). This does not hold for \(P_{i+k}(K)\) because the language is not included in \(L(G_i)\), for \(i = 1, 2, 3\).

As in the monolithic case, we need a notion similar to \(L_m(G)\)-closedness. A nonempty language \(K \subseteq \Sigma^*\) is conditionally closed for generators \(G_1, G_2, G_k\) if

1. \(P_k(K)\) is \(L_m(G_k)\)-closed,
2. \(P_{1+k}(K)\) is \(L_m(G_1) \parallel P_k(K)\)-closed,
3. \(P_{2+k}(K)\) is \(L_m(G_2) \parallel P_k(K)\)-closed.

**Example 49.5.** Consider Example 49.2. It can be verified that \(P_k(K)\) is \(L_m(G_k)\)-closed, but \(P_{i+k}(K)\) is not \(L_m(G_i) \parallel P_k(K)\)-closed, for \(i = 1, 2, 3\).

If the specification \(K\) is conditionally closed and conditionally controllable, then there exists a nonblocking supervisor \(S_k\) such that \(L_m(S_k/G_k) = P_k(K)\), which follows from the basic theorem of supervisory control applied to languages \(P_k(K)\) and \(L(G_k)\), see [1] or Chapter ??.

**Theorem 49.2.** Consider the problem specified above. There exist nonblocking supervisors \(S_1, S_2, S_k\) solving the problem if and only if the specification language \(K\) is both conditionally controllable with respect to \(G_1, G_2, G_k\) and \(\Sigma_{1,u}, \Sigma_{2,u}, \Sigma_{k,u}\) and conditionally closed with respect to \(G_1, G_2, G_k\).

**Example 49.6.** Consider Example 49.2. According to Examples 49.4 and 49.5, there do not exist such supervisors that would reach the specification \(K\).

If the specification is not conditionally controllable, we can compute the supremal conditionally-controllable sublanguage.

**Theorem 49.3.** The supremal conditionally controllable sublanguage of a specification language always exists and is equal to the union of all conditionally controllable sublanguages of the specification.

Consider the problem specified above and define the languages

\[
\begin{align*}
\sup C_k &= \sup C(P_k(K), L(G_k), \Sigma_{k,u}), \\
\sup C_{1+k} &= \sup C(P_{1+k}(K), L(G_1), \Sigma_{1+k,u}), \\
\sup C_{2+k} &= \sup C(P_{2+k}(K), L(G_2), \Sigma_{2+k,u}).
\end{align*}
\]

**Example 49.7.** Consider Example 49.2. We can compute \(\sup C_k\) (Fig. 49.4) and \(\sup C_{1+k}, \sup C_{2+k}, \sup C_{3+k}\) depicted in Fig. 49.3.
For the languages defined in (49.1), it always holds that \( P_k(\sup C_{i+k}) \subset \sup C_k \), for \( i = 1, 2 \). If the converse inclusion also holds, we obtain the supremal conditionally-controllable sublanguage.

**Theorem 49.4.** Consider the languages defined in (49.1). If \( \sup C_k \subset P_k(\sup C_{i+k}) \), for \( i = 1, 2 \), then the language \( \sup C_{1+k} || \sup C_{2+k} \) is the supremal conditionally-controllable sublanguage of \( K \).

**Example 49.8.** Consider the coordinator and supervisors computed in Example 49.7. We can verify that the assumptions of Theorem 49.4 are satisfied. As the language \( \sup C_k \) is \( L_m(G_k) \)-closed and \( \sup C_{i+k} || \sup C_k \)-closed, for \( i = 1, 2, 3 \), they form a solution for the database problem by Theorems 49.4 and 49.2.

### 49.6 Coordinator for Nonblockingness

In this section we discuss the coordinator for nonblockingness in the coordination control framework. Recall first that a generator \( G \) is nonblocking if \( L_m(G) = L(G) \).

**Theorem 49.5.** Consider languages \( L_1 \) over \( \Sigma_1 \) and \( L_2 \) over \( \Sigma_2 \), and let the projection \( P_0 : (\Sigma_1 \cup \Sigma_2)^* \rightarrow \Sigma_0^* \), with \( \Sigma_1 \cap \Sigma_2 \subseteq \Sigma_0 \), be an \( L_i \)-observer, for \( i = 1, 2 \). Let \( G_0 \) be a nonblocking generator with \( L_m(G_0) = P_0(L_1) || P_0(L_2) \). Then the language \( L_1 || L_2 || L_m(G_0) \) is nonblocking, that is, \( L_1 || L_2 || L_m(G_0) = L_1 || L_2 || L_m(G_0) \).

This result is used in the coordination control synthesis as follows. Local supervisors \( \sup C_{1+k} \) and \( \sup C_{2+k} \) are computed as in (49.1) and the properties of Theorem 49.4 are verified. If they are satisfied, the computed supervisors are the solution of the problem. However, they can still be blocking. In such a case, we can choose the language \( L_C = P_0(\sup C_{1+k}) || P_0(\sup C_{2+k}) \), where the projection \( P_0 \) is a \( \sup C_{i+k} \)-observer, for \( i = 1, 2 \), (actually, we take the supremal controllable sublanguage of \( P_0(\sup C_{1+k}) || P_0(\sup C_{2+k}) \), cf. [8]) and obtain that the equality

\[
\sup C_{1+k} || \sup C_{2+k} || L_C = \sup C_{1+k} || \sup C_{2+k} = \sup C_{1+k} || \sup C_{2+k} || L_C
\]

holds by Theorem 49.5. In other words, \( L_C \) is the behavior of a nonblocking coordinator. This gives the following algorithm.

**Algorithm 2 (Coordinator for nonblockingness)** Consider the notation above.
4. Define the coordinator \( C \) as the minimal nonblocking generator such that \( L \). Let \( \Sigma \).

3. Extend \( \Sigma \) so that the projection \( P_0 \) is both a \( \sup_{1+k} \) and a \( \sup_{2+k} \)-observer.

4. Define the coordinator \( C \) as the minimal nonblocking generator such that \( L_m(C) = \sup C(P_0(\sup_{1+k}) \parallel P_0(\sup_{2+k}), \, P_0(\sup_{1+k}) \parallel P_0(\sup_{2+k}), \, \Sigma_{0,u}) \).

Example 49.9. Consider the solution of the database problem computed in Example 49.7. It can be verified that the language \( \sup_{1+k} \parallel \sup_{2+k} \parallel \sup_{3+k} \) is nonblocking, hence we do not need a coordinator for nonblockingness in this example.

49.7 Prefix-Closed Languages

Here we assume that the specification is prefix-closed. The following notion is required. More details, an explanation and examples can be found in [16].

Definition 49.2 (Local control consistency). Let \( L \) be a prefix-closed language over \( \Sigma \), and let \( \Sigma_0 \subseteq \Sigma \). The projection \( P_0 : \Sigma^* \rightarrow \Sigma_0^* \) is locally control consistent (LCC) with respect to \( s \in L \) if for all \( \sigma_u \in \Sigma_0 \cap \Sigma_u \) such that \( P_0(s) \sigma_u \in P_0(L) \), it holds that either there does not exist any \( u \in (\Sigma \setminus \Sigma_0)^* \) such that \( \sup \sigma_u \in L \), or there exists \( u \in (\Sigma_u \setminus \Sigma_0)^* \) such that \( \sup \sigma_u \in L \). The projection \( P_0 \) is LCC with respect to a language \( L \) if \( P_0 \) is LCC for all words of \( L \).

Consider generators \( G_1, \, G_2, \, G_k \), and denote \( L_i = L(G_i) \), for \( i = 1, 2, k \). There is not yet a general procedure to compute the supremal conditionally controllable sublanguage. However, there is a procedure for prefix-closed specifications.

Theorem 49.6. Let \( K \subseteq L_1 \parallel L_2 \parallel L_k \) be a prefix-closed language over \( \Sigma_1 \cup \Sigma_2 \cup \Sigma_k \), where \( L_i = L_i \subseteq \Sigma_i^* \), \( i = 1, 2, k \). Assume that the language \( K \) is conditionally decomposable and consider the languages defined in (49.1). Let the projection \( P_i^{1+k} \) be an \((P_i^{1+k})^{-1}(L_i)\)-observer and LCC for \((P_i^{1+k})^{-1}(L_i)\), for \( i = 1, 2 \). Then \( \sup_{1+k} \parallel \sup_{2+k} \) is the supremal conditionally-controllable sublanguage of \( K \).

The following corollary explains the relation to the notion of controllability of the monolithic case.

Corollary 49.1. In the setting of Theorem 49.6, the supremal conditionally-controllable sublanguage of \( K \) is controllable with respect to \( L_1 \parallel L_2 \parallel L_k \) and \( \Sigma_u \).

Finally, the last theorem states the conditions under which the solution is optimal.

Theorem 49.7. Consider the setting of Theorem 49.6. If, in addition, \( L_k \subseteq P_k(L) \) and \( P_{i+k} \) is LCC for \((P_i^{1+k}(L_i)\) and \( P_i^{1+k} \) is LCC for \((P_i^{1+k}(L_i)\) for \( i = 1, 2 \), then \( \sup C(K, L_1 \parallel L_2 \parallel L_k, \Sigma_u) \) is the supremal conditionally-controllable sublanguage of \( K \).
49.8 Further Reading

The theory presented here is based on paper [7]. This topic is still under investigation. For other structural conditions on local plants under which it is possible to synthesize the supervisors locally, but which are quite restrictive, see [3, 12]. Among the most successful approaches to supervisory control of distributed discrete-event systems are those that combine distributed and hierarchical control [16, 17], or the approach based on interfaces [13]. For coordination control of linear or stochastic systems, the reader is referred to [4, 15].
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