KURZWEIL–STIELJES INTEGRAL
AND ITS APPLICATIONS

Giselle Antunes Monteiro,
Antonín Slavík
and
Milan Tvrdý
Il semble donc que les sommes de Riemann-Stieltjes aient encore un bel avenir devant elles en calcul intégral, et qu’elles pourront réserver encore, dans les mains d’habiles analystes, d’intéressantes surprises. “

Jean Mawhin

Giselle Antunes Monteiro (email: monteiro@mat.savba.sk)
Mathematical Institute, Slovak Academy of Sciences, Bratislava, Slovak Republic.
Supported by the SASPRO Programme, Marie Curie Actions (European Union’s 7th Framework Programme under REA grant agreement No. 609427), the Slovak Academy of Sciences and by the Academic Human Resource Program of the Czech Academy of Sciences.

Antonín Slavík (email: slavik@karlin.mff.cuni.cz)
Charles University in Prague, Faculty of Mathematics and Physics, Czech Republic.

Milan Tvrdý (email: tvrdy@math.cas.cz)
Institute of Mathematics, Czech Academy of Sciences, Praha, Czech Republic.
Supported by by the grant No. 14-06958S of the Grant Agency of the Czech Republic and by RVO: 67985840.

This is a preliminary version of the monograph in preparation for World Scientific Publishing Co.
All rights reserved. This text or parts thereof may not be reproduced in any form or by any means, without written permission from the authors.

25.1. 2017
Preface

This text is a very preliminary version of the monograph we would like to complete in a near future. Actually, it is a continuation of Štefan Schwabik’s monograph [125] written in Czech and dedicated to the theory of integral over one-dimensional intervals. In this textbook the author succeeded to explain not only the classic concepts of the Newton and Riemann integrals but also the McShane integral and above all, the Kurzweil integral, a non-absolutely convergent integral defined in a constructive way. This definition belongs to Jaroslav Kurzweil and was introduced first in the seminal paper published in 1957 in Czechoslovak Mathematical Journal (see [78]). The new integral, which is today called Kurzweil integral in the world’s mathematical literature, or rather Kurzweil-Henstock integral (Ralph Henstock, a specialist in the theory of the integral from the United Kingdom, published the definition of an analogous integral in 1960 independently of J. Kurzweil), has since then turned out to be very inspiring not only for the theory of integral (since it includes classic and well-known concepts of Riemann and Newton integrals including their improper modifications and, even, harder to manage integrals of Lebesgue and Perron) but also for the theory of differential and integral equations. From the methodical point of view the emphasis put on the Kurzweil integral made it possible to Š. Schwabik to focus on non-absolutely convergent integrals which were considered to be more difficult to explain in older methodology of integral theory. Kurzweil’s concept of integral is in finite dimensional setting equivalent to Perron integral which is non-absolutely convergent. His definition seemingly and almost mechanically ,,copies“ Riemann’s definition which is with its illustrative nature and strong geometric interpretation the most reasonable one for a student. Nonetheless, just the comparison with Riemann’s definition shows how ingenious is its unobtrusive but at the same time very effective Kurzweil modification. A great advantage of Kurzweil’s integral is also the fact that it does not need generalization for improper integrals – that the Hake
Theorem holds true here (i.e. the theorem concerning the limiting process with respect to the upper and/or lower bounds of the integration domain).

In the integrals of Riemann, Newton, Lebesgue, Perron, Kurzweil a given function is integrated with respect to the identity function. Some physical problems have exacted the extension of concept of integral to integrals in which the given function is integrated with respect to a function which does not have to be the identity in general. The first time when such integral appeared was in a famous Stieltjes’ treatise [136] from, dedicated to the connection between the convergence of chain fractions and the problem how to describe the distribution of matter on a solid line segment when all moments of this line segment of natural orders are known.

The integrals of this kind have been since then called Stieltjes integrals and integrals of a function \( f \) (integrand) with respect to function \( g \) (integrator) over interval \([a, b]\) are since then denoted by \( \int_a^b f \, dg \). To various modifications of the definition, which with time arose, the names of the authors of these modifications are then usually added. Soon there were integrals of: Riemann-Stieltjes, Perron-Stieltjes or Lebesgue-Stieltjes. Another significant impulse which turned attention to the Stieltjes integral was the fundamental Riesz’s result from 1909 (see [112]) stating that every continuous linear functional in the space of continuous functions can be expressed using the Stieltjes integral. Soon, in 1910, H. Lebesgue (see [86]) proved that for a continuous function \( f \) and a function \( g \) of bounded variation Stieltjes integral can be, using suitable substitution, expressed as the Lebesgue integral in the form of

\[
\int_a^b f(w(t)) h(t) \, dt,
\]

where \( v(x) \) is the variation of the function \( g \) over the interval \([a, x]\), \( w \) is the generalized inverse function of \( v \), \( w(t) = \inf\{s \in [a, b] : v(s) = t\} \) for \( t \in [a, b] \), and

\[
h(t) = \frac{d}{dt} g(w(t)) \quad \text{for a.e. } t \in [a, v(b)].
\]

In this way, H. Lebesgue arrived at the concept of Lebesgue-Stieltjes integral of a function \( f \) with respect to \( g \). Few years after Riesz’s result, in 1912, Stieltjes integral appeared also in the monograph [109] by O. Perron. During the next roughly two decades the Stieltjes integral and its modifications were the subject of investigation of many outstanding persons of the theory of functions: W. H. Young ([157]), C. J. de la Vallée Poussin ([149]), E. B. Van Vleck ([150]), T. H. Hildebrandt ([52]), L. C. Young ([155] and [156]), A. J. Ward ([151]) and others. In 1933 S. Saks dedicated a whole chapter in his famous monograph [116] to the Lebesgue-Stieltjes integral and to functions of bounded variation. Up to now the
integrals of Stieltjes kind have found wide use in many fields: e.g. in the theory of curve integrals, the theory of probability, the theory of hysteresis, the theory of functional-differential, generalized differential equations etc. A range of monographs are dedicated to the history of the theory of integral. However, we are not aware if any one of them is dedicated to the history of the Stieltjes integral more thoroughly. There exists a superb piece of work in Czech „Malý průvodce historií integrálu“ (in English: Little Guide Through the History of Integral) written by Š. Schwabik and P. Šarmanová. Unfortunately, there was not space enough in it to include also the Stieltjes integral. For the French speakers let us mention at least a brief historical essay by J. Mawhin.

Given the limited assigned extent of his monograph, Štefan Schwabik could not include the natural generalization of Kurzweil’s concept of integral to Stieltjes integrals there although at that time we already had „Kurzweil’s theory“ of Stieltjes integral in our joint works (cf. e.g. [131]) dedicated to generalized differential equations processed and prepared to a considerable extent. It is our ambition to continue in his work and to complete his monograph with the theory of Stieltjes integral with emphasis on Kurzweil’s definition and some of its applications.

Our book is divided into 8 chapters. In the introductory chapter there are briefly described two of many motivations to study the Stieltjes integral: the problems of moments and curve integrals. The next three chapters are preparatory and provide an overview of properties of the categories of functions with which this book works most often: functions of bounded variation, absolutely continuous functions and regulated functions. Chapter 5 provides a survey of the basic properties of the classical notions of the Riemann-Stieltjes integral. The core of the whole book is then Chapter 6 dedicated to the definition of the Stieltjes integral in Kurzweil’s sense. There, the advantages of this definition are demonstrated: the width of the class of functions integrable in this sense, the broad range of properties of this integral, in particular, the validity of very general convergence theorems including Hake’s theorem. The final two chapters describe some selected applications in functional analysis and in the theory of generalized differential equations.

From the bibliography dealing with related topics, we can recommend the monograph [55] by T. H. Hildebrandt and also the unobtrusive but modernly approached monograph [95] by R. M. McLeod from 1981 including even the Kurzweil-Stieltjes integral. Other stimuli can be found in monographs [29], [70], [117], [115] or lecture notes [92]. Two demanding monographs [83] and [84] by J. Kurzweil from 2000 and 2002 dedicated to topological problems related to integrating do not directly concern the Stieltjes integration. Integrals and generalized differential equations studied in Kurzweil’s latest monograph [85] cover both the Kurzweil-Stieltjes integral and the linear generalized equations which we discuss in Chapters 6 and 8 of this book. An outstanding supplement of this publication
will be, besides already mentioned Schwabik’s monograph [125], also his other monograph [122] dedicated especially to generalized differential equations.
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Conventions and notation

(i) \( \mathbb{N} \) is the set of natural numbers (excluding zero), \( \mathbb{Q} \) is the set of rational numbers, and \( \mathbb{R} \) is the set of real numbers. \( \mathbb{R}^m \) is the \( m \)-dimensional Euclidean space consisting of real \( m \)-vectors (\( m \)-tuples of real numbers). If \( x \in \mathbb{R}^m \), then its \( i \)-th component is denoted by \( x_i \). We write \( x=(x_i)_{i=1}^m \) or, unless a misunderstanding may occur, \( x=(x_i) \). For a Banach space \( X \), the norm of its element \( x \) is denoted by \( \|x\|_X \). If \( X=\mathbb{R}^m \) for some \( m \in \mathbb{N} \) and \( x=(x_i) \in \mathbb{R}^m \), we write \( |x| \) instead of \( \|x\|_\mathbb{R}^m \) and define \( |x|=\sum_{i=1}^m |x_i| \).

(ii) \( \{x \in A : B(x)\} \) stands for the set of all elements \( x \) of the set \( A \) which satisfy the condition \( B(x) \).

For given sets \( P, Q \), the symbol \( P \setminus Q \) represents the set
\[
P \setminus Q = \{x \in P : x \notin Q\}.
\]

As usual, \( P \subset Q \) means that \( P \) is a subset of \( Q \) (every element of set \( P \) is also an element of set \( Q \)). Unless it may cause a misunderstanding, we write \( \{x_n\} \) instead of \( \{x_n \in \mathbb{R} : n \in \mathbb{N}\} \) or \( \{x_n \in \mathbb{R} : n=1, \ldots, m\} \). A sequence \( \{x_n\} \) is called non-repeating if \( x_k \neq x_n \) whenever \( k \neq n \).

(iii) For a given \( a \in \mathbb{R} \), we set \( a^+ = \max\{a, 0\} \) and \( a^- = \max\{-a, 0\} \). (Let us recall that \( a^+ + a^- = |a| \) and \( a^+ - a^- = a \) for every \( a \in \mathbb{R} \).) Furthermore,
\[
\text{sgn}(a) = \begin{cases} 1 & \text{if } a > 0, \\ -1 & \text{if } a < 0, \\ 0 & \text{if } a = 0. \end{cases}
\]

(iv) If \( -\infty < a < b < \infty \), then \( [a, b] \) is the closed interval \( \{t \in \mathbb{R} : a \leq t \leq b\} \) and \( (a, b) \) is the open interval \( \{t \in \mathbb{R} : a < t < b\} \). The corresponding half-closed, or half-open intervals are denoted by \( [a, b) \) and \( (a, b]. \) In all cases, the points \( a, b \) are called the endpoints of the interval. If \( a = b \in \mathbb{R} \), we say that the interval \( [a, b] \) degenerates to a one-point set, and we write \( [a, b] = \{a\} \).

If \( I \) is an interval (closed or open or half-open) with endpoints \( a, b \), then \( |I| = |b - a| \) stands for its length. Of course, \( |[a]| = 0 \).

(v) A finite set of points \( \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\} \) of the interval \( [a, b] \) is called a division of the interval, \( [a, b] \) if \( a = \alpha_0 < \alpha_1 < \cdots < \alpha_m = b \). The set of all divisions of the interval \( [a, b] \) is denoted by \( \mathcal{D}[a, b] \).

If \( \alpha \in \mathcal{D}[a, b] \), then, unless otherwise stated, its elements will be denoted by \( \alpha_j, |\alpha| \) is the length of the largest subinterval \( [\alpha_{j-1}, \alpha_j] \), and \( \nu(\alpha) \) is
the number of subintervals, i.e.,
\[ \alpha_{\nu(\alpha)} = b \quad \text{and} \quad |\alpha| = \max_{j=1,\ldots,\nu(\alpha)} (\alpha_j - \alpha_{j-1}) \quad \text{for} \quad \alpha \in \mathcal{D}[a, b]. \]

We will write also \( \alpha = \{\alpha_j\} \). If \( \alpha' \supset \alpha \), then we say that \( \alpha' \) is a refinement of \( \alpha \).

(vi) For a given set \( M \subset \mathbb{R} \) the symbol \( \chi_M \) denotes the characteristic function of \( M \), i.e.,
\[ \chi_M(t) = \begin{cases} 1 & \text{if} \ t \in M, \\ 0 & \text{if} \ t \notin M. \end{cases} \]

(vii) The supremum (or the infimum) of a set \( M \subset \mathbb{R} \) is denoted by \( \sup M \) (or \( \inf M \)). If \( m = \sup M \) is an element of \( M \) (or \( m = \inf M \) is an element of \( M \)), i.e., if \( m \) is a maximum (or a minimum) of \( M \), we write \( m = \max M \) (or \( m = \min M \)). If \( M \) is the set of all values \( F(x) \) of a function \( F \) over the domain \( B \) (i.e., if \( M = \{F(x) : x \in B\} \)), we write \( \sup_{x \in B} F(x) \), and similarly for the infimum, maximum or minimum, respectively.

(viii) Let \( X \) be a Banach space. The notation \( f : [a, b] \to X \) means that \( f \) is a function from the interval \([a, b]\) into \( X \). In such a case we say that \( f \) is a vector-valued function. If \( X = \mathbb{R} \), then \( f \) is said to be a real-valued function. For functions \( f : [a, b] \to X \) and \( g : [a, b] \to X \) and a real number \( \lambda \), we define the functions \( f + g \) and \( \lambda f \) by
\[ (f + g)(x) = f(x) + g(x) \quad \text{for} \ x \in [a, b] \]
and
\[ (\lambda f)(x) = \lambda f(x) \quad \text{for} \ x \in [a, b]. \]

For a given function \( f : [a, b] \to X \), we set \( \|f\|_\infty = \sup_{t \in [a, b]} |f(t)|. \) (Of course, if \( f \) is unbounded on \([a, b]\), then \( \|f\|_\infty = \infty \).)

(ix) If \( \{x_n\} \) is an infinite sequence of real numbers which has a limit
\[ \lim_{n \to \infty} x_n = x \in \mathbb{R} \cup \{-\infty\} \cup \{\infty\}, \]
we will write also shortly \( x_n \to x \). Given a sequence of functions \( \{f_n\} \) defined on \([a, b]\), the symbol \( f_n \to f \) stands for the pointwise convergence, i.e., it means that \( f_n(x) \to f(x) \) for each \( x \in [a, b] \). If \( \{f_n\} \) converges uniformly to \( f \) on \([a, b]\), i.e., \( \lim_{n \to \infty} \|f_n - f\|_\infty = 0 \), we write also \( f_n \Rightarrow f \) on \([a, b] \).
(x) If \( f : [a, b] \rightarrow \mathbb{R}, \ t \in [a, b), \ s \in (a, b] \) and the one-sided limits

\[
\lim_{\tau \to t^+} f(\tau) \quad \text{and} \quad \lim_{\tau \to s^-} f(\tau)
\]

exist and are finite, we denote

\[
f(t^+) = \lim_{\tau \to t^+} f(\tau), \quad f(s^-) = \lim_{\tau \to s^-} f(\tau),
\]

\[
\Delta^+ f(t) = f(t^+) - f(t), \quad \Delta^- f(s) = f(s) - f(s^-),
\]

\[
\Delta f(t) = f(t^+) - f(t^-) \quad \text{for} \quad t \in (a, b).
\]

Customarily, for function defined on the interval \([a, b]\), the following convention is used:

\[
f(a^-) = f(a), \quad f(b^+) = f(b), \quad \Delta^- f(a) = \Delta^+ f(b) = 0.
\]

(xi) \( C([a, b]) \) is the space of all continuous real functions on the interval \([a, b]\), with a norm defined by

\[
\|f\| = \max_{x \in [a,b]} |f(x)| \quad \text{for} \quad f \in C([a, b]).
\]

\( L^1([a, b]) \) is the space of all real functions that are Lebesgue integrable on the interval \([a, b]\), with the convention

\[
f = g \in L^1([a, b]) \iff f(x) = g(x) \quad \text{for almost all} \quad x \in [a, b],
\]

and with the norm defined by

\[
\|f\|_1 = \int_a^b |f(x)| \, dx \quad \text{for} \quad f \in L^1([a, b]).
\]

The space of all continuous vector-valued functions from \([a, b]\) to a Banach space \( X \) is denoted by \( C([a, b], X) \). Symbols such as \( L^1([a, b], X) \) corresponding to other function spaces have a similar meaning.

(xii) If \( M \) is a subset of a Banach space \( X \), then \( \text{cl}(M) \) stands for the closure of \( M \) in \( X \) and \( \text{Lin}(M) \) denotes the linear span of \( M \), i.e., the set of all elements \( x \in M \) of the form

\[
x = \sum_{j=1}^m c_j x_j,
\]

where \( m \in \mathbb{N}, \ c_1, c_2, \ldots, c_m \in \mathbb{R} \) and \( x_1, x_2, \ldots, x_m \in M \).
The set of all continuous linear mappings from a Banach space $X$ to a Banach space $Y$ is denoted by $\mathcal{L}(X,Y)$. It is known that $\mathcal{L}(X,Y)$ is a Banach space when equipped with the operator norm

$$\|A\|_{\mathcal{L}(X,Y)} = \sup_{\|x\|_X \leq 1} \|Ax\|_Y$$

for $A \in \mathcal{L}(X,Y)$.

If $Y = X$ or $Y = \mathbb{R}$, we write simply $\mathcal{L}(X) = \mathcal{L}(X,X)$ or $X^* = \mathcal{L}(X,\mathbb{R})$, respectively. In particular, $\mathcal{L}(\mathbb{R}^m,\mathbb{R}^n)$ is the space of $m \times n$ real matrices and $\mathcal{L}(\mathbb{R}^m,\mathbb{R})$ is the space of column $m$-vectors, which coincides with the space $\mathbb{R}^m$.

Given a matrix $A \in \mathcal{L}(\mathbb{R}^m,\mathbb{R}^n)$, the element in the $i$-th line and $j$-th column is denoted by $a_{i,j}$. We write

$$A = (a_{i,j})_{i=1,...,m, j=1,...,n}$$

For every $n \in \mathbb{N}$, the symbol $I$ stands for the unit $n \times n$-matrix, i.e.,

$$I = (e_{i,j})_{i=1,...,n, j=1,...,n} \quad \text{where} \quad e_{i,j} = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases}$$

The norm in $\mathcal{L}(\mathbb{R}^m,\mathbb{R}^n)$ is defined by

$$|A| = \max_{j=1,...,m} \sum_{i=1}^n |a_{i,j}| \quad \text{for } A = (a_{i,j})_{i=1,...,m, j=1,...,n} \in \mathcal{L}(\mathbb{R}^m,\mathbb{R}^n).$$

In particular, for $x \in \mathbb{R}^m = \mathcal{L}(\mathbb{R}^m,\mathbb{R})$, we have $|x| = \sum_{i=1}^m |x_i|$, which agrees with the definition in (i). Furthermore, for $A \in \mathcal{L}(\mathbb{R}^m,\mathbb{R}^n)$, we have

$$|A| = \sup \{ |Ax| : |x| \leq 1 \},$$

i.e., the norm of a matrix coincides with the operator norm on $\mathcal{L}(\mathbb{R}^m,\mathbb{R}^n)$ (provided that the norm introduced in (i) is used on $\mathbb{R}^n$).

To a certain extent, standard logic symbols are used. For example,

$$\forall \varepsilon > 0 \ \exists \delta > 0 : (A(\delta) \land B(\delta)) \implies C(\varepsilon)$$

means

“for every $\varepsilon > 0$ there exists a $\delta > 0$ such that if both $A(\delta)$ and $B(\delta)$ are true, then $C(\varepsilon)$ holds, as well.”
Chapter 1

Introduction

1.1 Areas of planar regions and moments

It is well known that the value of the Riemann integral

$$\int_{a}^{b} f(x) \, dx$$

of a nonnegative continuous function $f : [a, b] \rightarrow \mathbb{R}$ equals the area of the plane region $M$ bounded by the graph of $f$ and by the lines $y = 0$, $x = a$, and $x = b$. This conclusion is justified by the following consideration:

Let $\alpha_0, \alpha_1, \ldots, \alpha_m$ be points of the interval $[a, b]$ such that

$$a = \alpha_0 < \alpha_1 < \cdots < \alpha_m = b,$$

i.e., the set $\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\}$ is a division of the interval $[a, b]$. Moreover, for every $j \in \{1, \ldots, m\}$ let us choose a point $\xi_j \in [\alpha_{j-1}, \alpha_j]$, the so called tag of the interval $[\alpha_{j-1}, \alpha_j]$, and denote by $\xi = \{\xi_1, \ldots, \xi_m\}$ the corresponding set of tags. The area of the region $M$ can be approximated by the sum of the areas of the rectangles created above the line segments $[\alpha_{j-1}, \alpha_j]$ with the height $f(\xi_j)$, i.e., by

$$S(\alpha, \xi) = \sum_{j=1}^{m} f(\xi_j) (\alpha_j - \alpha_{j-1}). \quad \text{(1.1.1)}$$

As the following pictures indicate, finer divisions of the interval $[a, b]$ lead to higher accuracy of the approximation that we get. It can be expected that with
a suitably defined limiting process based on refining the divisions of the interval 
\([a, b]\), the sums \(S(\alpha, \xi)\) approach (independently of the choice of the tags \(\xi\))
a certain real number \(S(M)\), which is equal to the area of the region \(M\). For
a moment, let us settle with the intuitive idea about such a limiting process. We
will describe it more accurately later. The result is the concept of the Riemann
integral of a function \(f\) over an interval \([a, b]\) (that is, “from \(a\) to \(b\)”), which is
denoted by \(\int_a^b f(x) \, dx\) and satisfies

\[
S(M) = \int_a^b f(x) \, dx.
\]

A similar problem is to determine the moment (also known as the static mo-
ment) of a planar or spatial region. Let us restrict ourselves to a bounded line
segment \([a, b]\) lying on the real axis \(\mathbb{R}\). The moment of a point mass \(x \in [a, b]\) of
mass \(\mu\) with respect to the origin is given by \(|x|\mu\). If the mass of the line seg-
ment is concentrated at a finite number of points \(x_i \in [a, b], \ i = 1, \ldots, n\), while
the mass of the point \(x_i\) is equal to \(\mu_i\), then the moment of the line segment \([a, b]\)
with respect to the origin is equal to the sum \(\sum_{i=1}^{m} |x_i| \mu_i\). In the general case
when the mass of the line segment is not concentrated at a finite number of points,
we can proceed as follows:

Let a division \(\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\}\) of the interval \([a, b]\) be given and, for
\(j \in \{1, \ldots, m\}\), let \(\xi_j\) be the tag of the interval \(I_j = [\alpha_{j-1}, \alpha_j]\). Further, for
each \(x \in [a, b]\), let \(\mu(x)\) be the mass of the line segment \([a, x]\). Then, for every
\(j\), the mass of the subinterval \(I_j\) is given by \(\mu(\alpha_j) - \mu(\alpha_{j-1})\). Assuming that the
mass of each subinterval \(I_j\) is concentrated at the tag \(\xi_j\), the moment of the line
segment \(I_j\) with respect to the origin is approximately equal to

\[
|\xi_j| (\mu(\alpha_j) - \mu(\alpha_{j-1})),
\]

and the moment of the whole line segment \([a, b]\) can be approximated by the sum

\[
S(\alpha, \xi) = \sum_{j=1}^{m} |\xi_j| (\mu(\alpha_j) - \mu(\alpha_{j-1})). \tag{1.1.2}
\]

Again, we can expect that \(S(\alpha, \xi)\) will approach the actual value of the moment
if the division \(\alpha\) becomes finer, i.e., if it contains more elements. Indeed, with
a suitable definition of the limiting process, the sums \((1.1.2)\) approach a certain
number \(S\), which equals the static moment of the line segment \([a, b]\) relative to
the origin. We denote

\[
S = \int_a^b |x| \, d\mu(x).
\]
The expression on the right-hand side is called the Stieltjes integral of the function \( x \mapsto |x|, x \in [a, b] \), with respect to \( \mu \) over the interval \([a, b]\). Of course, this very special function can be replaced by any “reasonable” function \( f \) defined on the interval \([a, b]\). In such a way, we can determine the moment of inertia of the line segment \([a, b]\) as \( \int_a^b x^2 \, d\mu(x) \), and, in general, the moment of the \( k \)-th order as \( \int_a^b |x|^k \, d\mu(x) \).

1.2 Line integrals

LINE INTEGRAL OF THE FIRST KIND

A continuous mapping \( \varphi : [a, b] \to \mathbb{R}^3 \) is called a path in \( \mathbb{R}^3 \). The length of the path \( \varphi \) will be denoted by the symbol \( \Lambda(\varphi, [a, b]) \).

Let \( \varphi \) be a path in \( \mathbb{R}^3 \) having a finite length. Moreover, assume that the mapping \( \varphi \) is injective. Let us imagine that \( \varphi \) describes the shape of a wire and \( f(x) \in \mathbb{R} \) is its density at the point \( x \). The mass of the part of the wire corresponding to an interval \([c, d] \subset [a, b]\) is approximately given by \( f(\varphi(\xi)) \Lambda(\varphi, [c, d]) \), where \( \xi \) is a point in the interval \([c, d]\).

Let \( \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\} \) be a division of \([a, b]\) and \( \xi = \{\xi_1, \ldots, \xi_m\} \) be the set of its tags, i.e. \( \xi_j \in [\alpha_{j-1}, \alpha_j] \) for \( j \in \{1, \ldots, m\} \).

Set \( v(t) = \Lambda(\varphi, [a, t]) \) for \( t \in [a, b] \). Then the sum

\[
\sum_{j=1}^m f(\varphi(\xi_j)) (v(\alpha_j) - v(\alpha_{j-1}))
\]

approximates the mass of the whole wire. Again, it is natural to expect that this approximation will be more precise when the division becomes finer. If such a limiting process leads to a uniquely determined value \( M \), this value will be equal to the mass of the whole wire and we write

\[
M = \int_{[a, b]} f \, ds \quad \text{or also} \quad M = \int_a^b f \circ \varphi \, dv.
\]

The former expression is called the line integral of the first kind of the function \( f \) along the path \( \varphi \), while the latter expression represents the equivalent concept of the Stieltjes integral of a scalar function \( f \circ \varphi \) with respect to the scalar function \( v \).

LINE INTEGRAL OF THE SECOND KIND

Consider a point mass travelling along a path \( \varphi : [a, b] \to \mathbb{R}^3 \) under the influence of a force field \( f : \mathbb{R}^3 \to \mathbb{R}^3 \). Then \( f(\varphi(t)) \in \mathbb{R}^3 \) is the the force acting on the mass at time \( t \).
Now, let \( \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\} \) be a division of the interval \([a, b]\) and let \( \xi = \{\xi_1, \ldots, \xi_m\} \) be a corresponding set of tags. The scalar product

\[
f(\varphi(\xi_j)) \cdot (\varphi(\alpha_j) - \varphi(\alpha_{j-1})) = \sum_{k=1}^{3} f_k(\varphi(\xi_j)) (\varphi_k(\alpha_j) - \varphi_k(\alpha_{j-1}))
\]

approximates the work done by the force \( f \) as the mass moves from the point \( \varphi(\alpha_{j-1}) \) to the point \( \varphi(\alpha_j) \). Hence, the sum

\[
\sum_{j=1}^{m} f(\varphi(\xi_j)) \cdot (\varphi(\alpha_j) - \varphi(\alpha_{j-1})) = \sum_{k=1}^{3} \sum_{j=1}^{m} f_k(\varphi(\xi_j)) (\varphi_k(\alpha_j) - \varphi_k(\alpha_{j-1}))
\]

approximates the total work done by the force field \( f \) during the whole motion of the given mass. If the values of these sums approach a uniquely determined value with respect to the refinements of the divisions of the interval \([a, b]\), this value will be equal to the total work done by the force field \( f \) during the motion of the given point mass along the path \( \varphi \). It is usually denoted by

\[
\int_{\varphi} f \quad \text{or also} \quad \int_{a}^{b} f \circ \varphi \, d\varphi = \sum_{k=1}^{3} \int_{a}^{b} f_k(\varphi) \, d\varphi_k.
\]

The former expression is called the **line integral of the second kind** of the vector function \( f \) along the path \( \varphi \), while the latter expression represents the equivalent concept of the **Stieltjes integral** of the (composite) vector function \( f \circ \varphi \colon [a, b] \to \mathbb{R}^3 \) with respect to the vector function \( \varphi : [a, b] \to \mathbb{R}^3 \).
Chapter 2

Functions of bounded variation

In this chapter, we define the variation of a real function defined on a compact interval and derive some basic properties of functions having bounded variation. Such functions are useful in a whole range of physical and technical problems, in probability theory, in the theory of Fourier series, in differential equations and other areas of mathematics.

2.1 Definitions and basic properties

Let \(-\infty < a < b < \infty\). Recall that by a division of the interval \([a, b]\), we mean a finite set \(\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\}\) of points of the interval \([a, b]\) such that

\[a = \alpha_0 < \alpha_1 < \cdots < \alpha_m = b,\]

while \(\mathcal{D}[a, b]\) stands for the set of all divisions of the interval \([a, b]\). Furthermore, the elements of the division \(\alpha\) of \([a, b]\) are usually denoted by \(\alpha_j\) and

\[\nu(\alpha) = m, \quad \alpha_{\nu(\alpha)} = b \quad \text{and} \quad |\alpha| = \max_{j \in \{1, \ldots, \nu(\alpha)\}} (\alpha_j - \alpha_{j-1}) \quad \text{for} \quad \alpha \in \mathcal{D}[a, b].\]

If \(\beta \supset \alpha\), we say that \(\beta\) is a refinement of \(\alpha\).

2.1.1 Definition. For a given function \(f: [a, b] \to \mathbb{R}\) and a division \(\alpha\) of the interval \([a, b]\), we define

\[V(f, \alpha) = \sum_{j=1}^{\nu(\alpha)} |f(\alpha_j) - f(\alpha_{j-1})| \quad \text{and} \quad \var_{a}^{b} f = \sup_{\alpha \in \mathcal{D}[a, b]} V(f, \alpha).\]

For \(a = b\), we define \(\var_{a}^{b} f = \var_{a}^{a} f = 0\). The quantity \(\var_{a}^{b} f\) is called the variation of the function \(f\) on the interval \([a, b]\). If \(\var_{a}^{b} f < \infty\), we say that the function \(f\) has bounded variation on \([a, b]\) (or is of bounded variation on \([a, b]\)). The set of functions of bounded variation on \([a, b]\) is denoted by \(\mathbb{BV}([a, b])\).

The concept of variation is closely related to the problem of rectifiability of curves. Let us recall the definition of the length of a parametric curve \(c: [a, b] \to \mathbb{R}^n\) (where \(c\) is a continuous mapping). For each division \(\alpha\) of the interval \([a, b]\), the sum

\[\lambda(c, \alpha) = \sum_{j=1}^{\nu(\alpha)} |c(\alpha_j) - c(\alpha_{j-1})|\]
equals the length of the polygonal path connecting the vertices \(c(\alpha_0), \ldots, c(\alpha_\nu(\alpha))\).

The length \(\Lambda(c, [a, b])\) of the curve \(c\) is then defined as

\[
\Lambda(c, [a, b]) = \sup_{\alpha \in \mathcal{D}[a,b]} \lambda(c, \alpha).
\]

The next theorem provides a necessary and sufficient condition for the length of a curve to be finite. To distinguish it from the Jordan decomposition theorem, we call it **Jordan’s Second Theorem**.

2.1.2 **Theorem** (Jordan’s Second Theorem). Consider a parametric curve \(c: [a, b] \to \mathbb{R}^n\), where \(c(t) = (c_1(t), \ldots, c_n(t))\) for each \(t \in [a, b]\). Then the length of \(c\) is finite if and only if each of the functions \(c_1, \ldots, c_n\) has bounded variation on the interval \([a, b]\).

**Proof.** If \(x_1, \ldots, x_n\) are arbitrary real numbers, then

\[
x_i^2 \leq x_1^2 + \cdots + x_n^2 \leq |x_1| + \cdots + |x_n|^2, \quad i \in \{1, \ldots, n\},
\]

and therefore

\[
|x_i| \leq \sqrt{x_1^2 + \cdots + x_n^2} \leq |x_1| + \cdots + |x_n|, \quad i \in \{1, \ldots, n\}.
\] (2.1.1)

Thus, for an arbitrary division \(\alpha\) of \([a, b]\) and each \(i \in \{1, \ldots, n\}\), we obtain

\[
\sum_{j=1}^{\nu(\alpha)} |c_i(\alpha_j) - c_i(\alpha_{j-1})| \leq \sum_{j=1}^{\nu(\alpha)} \sqrt{\sum_{k=1}^{n} (c_k(\alpha_j) - c_k(\alpha_{j-1}))^2}
\]

\[
\leq \sum_{j=1}^{\nu(\alpha)} \sum_{k=1}^{n} |c_k(\alpha_j) - c_k(\alpha_{j-1})| = \sum_{k=1}^{n} \sum_{j=1}^{\nu(\alpha)} |c_k(\alpha_j) - c_k(\alpha_{j-1})|.
\]

This means that

\[
V(c_i, \alpha) \leq \lambda(c, \alpha) \leq \sum_{k=1}^{n} V(c_k, \alpha).
\]

Passing to the supremum, we get

\[
\text{var}_b^a c_i \leq \Lambda(c, [a, b]) \leq \sum_{k=1}^{n} \text{var}_b^a c_k.
\]
wherefrom the statement of our theorem follows immediately.

In practice, one often deals with planar curves defined by an equation $y = f(x)$, where $f : [a, b] \to \mathbb{R}$ is a continuous function. The corresponding parametric curve $c : [a, b] \to \mathbb{R}^2$ is given by $c(t) = (t, f(t))$, $t \in [a, b]$, and Theorem 2.1.2 implies the following statement.

2.1.3 Corollary. The graph of a function $f : [a, b] \to \mathbb{R}$ has finite length if and only if $f$ has bounded variation on the interval $[a, b]$.

2.1.4 Example. Let $f : [a, b] \to \mathbb{R}$ be continuous and such that $|f'(x)| \leq M$ for all $x \in (a, b)$, where $M \in \mathbb{R}$ is independent of $x$. Then, by the mean value theorem, the inequality

$$|f(y) - f(x)| \leq M |y - x|$$

holds for all $x, y \in [a, b]$. Hence, for each division $\alpha$ of the interval $[a, b]$, we have

$$V(f, \alpha) \leq M \sum_{j=1}^{\nu(\alpha)} (\alpha_j - \alpha_{j-1}) = M (b - a).$$

We can see that every continuous and real valued function on $[a, b]$ which has bounded derivative in its interior $(a, b)$ is of bounded variation.

If $|f'|$ is in addition Riemann integrable on $[a, b]$ (e.g., if $f'$ is continuous on $(a, b)$), then the variation of $f$ on $[a, b]$ can be calculated as follows.

2.1.5 Theorem. If $f : [a, b] \to \mathbb{R}$ is such that $|f'|$ is Riemann integrable, then

$$\text{var}_a^b f = \int_a^b |f'(x)| \, dx. \tag{2.1.2}$$

Proof. Let $\varepsilon > 0$ be given. The existence of the Riemann integral $\int_a^b |f'(x)| \, dx$ means that there exists a $\delta > 0$ such that the inequality

$$\left| \sum_{j=1}^{\nu(\alpha)} |f'(\xi_j)| (\alpha_j - \alpha_{j-1}) - \int_a^b |f'(x)| \, dx \right| < \frac{\varepsilon}{2} \tag{2.1.3}$$

holds for each division $\alpha$ of $[a, b]$ such that $|\alpha| < \delta$ and for every choice of points $\xi_j$ such that

$$\xi_j \in [\alpha_{j-1}, \alpha_j] \quad \text{for} \quad j = 1, \ldots, \nu(\alpha). \tag{2.1.4}$$
On the other hand, by the definition of variation, there exists $\alpha \in \mathcal{D}[a, b]$ such that $|\alpha| < \delta$ and

$$\text{var}_a^b f \geq V(f, \alpha) > \text{var}_a^b f - \frac{\varepsilon}{2}. \quad (2.1.5)$$

By the mean value theorem, there are points $\xi_j, j = 1, \ldots, \nu(\alpha)$, satisfying (2.1.4) and such that

$$V(f, \alpha) = \sum_{j=1}^{\nu(\alpha)} |f'(\xi_j)| (\alpha_j - \alpha_{j-1}).$$

This, together with (2.1.3) and (2.1.5), implies that

$$\left| \text{var}_a^b f - \int_a^b |f'(x)| \, dx \right| \leq |\text{var}_a^b f - V(f, \alpha)| + \sum_{j=1}^{\nu(\alpha)} |f'(\xi_j)| (\alpha_j - \alpha_{j-1}) - \int_a^b |f'(x)| \, dx \leq \varepsilon + \varepsilon = \varepsilon.$$ 

Since $\varepsilon > 0$ was arbitrary, it follows that (2.1.2) is true.  

2.1.6 **Exercises.** Determine $\text{var}_a^b f$ and estimate the length of the graph of the following functions $f$:

a) $f(x) = \sin^2 x, \ a = 0, \ b = \pi$,

b) $f(x) = x^3 - 3x + 4, \ a = 0, \ b = 2$,

c) $f(x) = \cos x + x \sin x, \ a = 0, \ b = 2\pi$.

2.1.7 **Remark.** By Definition 2.1.1 it is obvious that $\text{var}_a^b f$ is nonnegative for every function $f : [a, b] \rightarrow \mathbb{R}$. Furthermore,

$$\text{var}_a^b f = \sup_{\alpha \supset \beta} V(f, \alpha) \quad (2.1.6)$$

holds for any division $\beta \in \mathcal{D}[a, b]$. This follows from several elementary observations: First, because

$$\{ V(f, \alpha) : \alpha \in \mathcal{D}[a, b] \text{ and } \alpha \supset \beta \} \subset \{ V(f, \alpha) : \alpha \in \mathcal{D}[a, b] \},$$

it follows that

$$\sup_{\alpha \supset \beta} V(f, \alpha) \leq \text{var}_a^b f.$$
Moreover, by the triangle inequality, for arbitrary two divisions \( \alpha, \alpha' \) of \([a, b]\) such that \( \alpha' \supseteq \alpha \) and for any function \( f : [a, b] \to \mathbb{R} \) we have
\[
V(f, \alpha) \leq V(f, \alpha').
\]
Finally, if \( \alpha \in \mathcal{D}[a, b] \) is given and \( \alpha' = \alpha \cup \beta \), then \( \alpha' \supseteq \beta \) and thus
\[
V(f, \alpha) \leq V(f, \alpha').
\]
This means that for every \( d \in \{ V(f, \alpha) : \alpha \in \mathcal{D}[a, b] \} \) there exists \( d' \in \{ V(f, \alpha) : \alpha \in \mathcal{D}[a, b] \text{ and } \alpha \supseteq \beta \} \) such that \( d \leq d' \). Thus
\[
\text{var}_a^b f \leq \sup_{\alpha \supseteq \beta} V(f, \alpha),
\]
which implies (2.1.6).

2.1.8 Exercises. Prove the following properties of the variation and of functions of bounded variation:

(i) If \([c, d] \subset [a, b] \), then
\[
|f(d) - f(c)| \leq \text{var}_c^d f \leq \text{var}_a^b f
\]
holds for every function \( f : [a, b] \to \mathbb{R} \).

(ii) If \( f \in \text{BV}([a, b]) \), then
\[
|f(x)| \leq |f(a)| + \text{var}_a^b f < \infty \quad \text{for every } x \in [a, b].
\]

(iii) \( \text{var}_a^b f = d \in \mathbb{R} \) if and only if for each \( \varepsilon > 0 \) there is \( \alpha_\varepsilon \in \mathcal{D}[a, b] \) such that
\[
d - \varepsilon \leq V(f, \alpha) \leq d
\]
holds for all refinements \( \alpha \) of \( \alpha_\varepsilon \).

(iv) \( \text{var}_a^b f = \infty \) if and only if for each \( K > 0 \) there is a division \( \alpha_K \in \mathcal{D}[a, b] \) such that \( V(f, \alpha_K) \geq K \).

(v) \( \text{var}_a^b f = \infty \) if and only if there exists a sequence \( \{\alpha^n\} \) of divisions of \([a, b]\) such that
\[
\lim_{n \to \infty} V(f, \alpha^n) = \infty.
\]

(vi) If, for a given function \( f : [a, b] \to \mathbb{R} \), there is an \( L \in \mathbb{R} \) such that
\[
|f(x) - f(y)| \leq L |x - y| \quad \text{for all } x, y \in [a, b],
\]
then \( \text{var}_a^b f \leq L (b - a) \). (In such a case, we say that \( f \) satisfies the Lipschitz condition on \([a, b]\), or that \( f \) is Lipschitz continuous on \([a, b]\).)
2.1.9 Remark. The inequality (2.1.7) implies that every function with bounded variation on \([a, b]\) is necessarily bounded on \([a, b]\).

2.1.10 Example. Let

\[
f(x) = \begin{cases} 
0 & \text{if } x = 0, \\
x \sin \left( \frac{\pi}{x} \right) & \text{if } x \in (0, 2].
\end{cases}
\]

Notice that \(f(x) = 0\) if and only if \(x = 0\) or \(x = \frac{1}{k}\) for some \(k \in \mathbb{N}\). Furthermore, for \(x \in (0, 2]\) we have

\[
f(x) = \begin{cases} 
x & \text{if and only if } x = y_k = \frac{2}{4k + 1}, k \in \mathbb{N} \cup \{0\}, \\
-x & \text{if and only if } x = z_k = \frac{2}{4k - 1}, k \in \mathbb{N}.
\end{cases}
\]

Thus, for a given \(n \in \mathbb{N}\) and for \(\alpha^n = \{0, y_n, z_n, \ldots, y_1, z_1, 2\}\), we have

\[
V(f, \alpha^n) = |f(0) - f(y_n)| + \sum_{k=1}^{n} |f(y_{k-1}) - f(z_k)| + \sum_{k=1}^{n} |f(y_k) - f(z_k)|
\]

\[
= y_n + \sum_{k=1}^{n} (y_{k-1} + z_k) + \sum_{k=1}^{n} (y_k + z_k)
\]

\[
= y_0 + 2 \sum_{k=1}^{n} (y_k + z_k) = 2 + 4 \sum_{k=1}^{n} \frac{8k}{16k^2 - 1} \geq 2 \left( 1 + \sum_{k=1}^{n} \frac{1}{k} \right).
\]

It is known that \(\sum_{k=1}^{\infty} \frac{1}{k} = \infty\). Hence, \(\lim_{n \to \infty} V(f, \alpha^n) = \infty\) and, consequently, \(\text{var}_0^b f = \infty\).

We can easily determine the variation of a monotone function.

2.1.11 Theorem. If \(f\) is monotone on \([a, b]\), then

\[
\text{var}_0^b f = |f(b) - f(a)|.
\]

Proof. If \(f\) is nonincreasing on \([a, b]\) and \(\alpha \in \mathcal{D}[a, b]\), then

\[
V(f, \alpha) = \sum_{j=1}^{m} [f(\alpha_{j-1}) - f(\alpha_j)]
\]

\[
= [f(a) - f(\alpha_1)] + [f(\alpha_1) - f(\alpha_2)] + \cdots + [f(\alpha_{m-2}) - f(\alpha_{m-1})] + [f(\alpha_{m-2}) - f(b)]
\]

\[
= f(a) - f(b),
\]
i.e., $\var^b_a f = f(a) - f(b) = |f(b) - f(a)|$.

In a similar way, one can show that if $f$ is nondecreasing on $[a, b]$, then

$$\var^b_a f = f(b) - f(a) = |f(b) - f(a)|.$$ 

\[\square\]

2.1.12 Exercises. (i) Prove that the function $f : [a, b] \to \mathbb{R}$ has a bounded variation if and only if there exists a nondecreasing function $h : [a, b] \to \mathbb{R}$ such that

$$|f(y) - f(x)| \leq h(y) - h(x) \quad \text{for } x, y \in [a, b], x \leq y.$$ 

(ii) Prove that the inequality

$$\sum_{j=1}^{\nu(\alpha)} \left( |\Delta^+ f(\alpha_{j-1})| + |f(\alpha_j) - f(\alpha_{j-1} + \delta)| + |\Delta^- f(\alpha_j)| \right) \leq \var^b_a f$$

holds for each function $f : [a, b] \to \mathbb{R}$ and each division $\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_{\nu(\alpha)}\}$ of $[a, b]$.

Hint: Consider expressions

$$\sum_{j=1}^{\nu(\alpha)} \left( |f(\alpha_{j-1} + \delta) - f(\alpha_{j-1})| + |f(\alpha_j - \delta) - f(\alpha_{j-1} + \delta)| + |f(\alpha_j) - f(\alpha_j - \delta)| \right)$$

and let $\delta \to 0$.

2.1.13 Examples. (i) A simple example of a bounded variation function which does not have bounded derivative (and hence the statement from Example 2.1.4 is not applicable) is $f(x) = \sqrt{x}$, $x \in [0, 1]$. Indeed, since $f$ is increasing on $[0, 1]$, by Theorem 2.1.11 we have $\var^1_0 f = 1$.

(ii) An example of a discontinuous function with a bounded variation is

$$f(x) = \begin{cases} 
0 & \text{if } x = 0, \\
\frac{1}{k} & \text{if } x \in (0, 1] \text{ and } x \in (\frac{1}{k+1}, \frac{1}{k}] \text{ for some } k \in \mathbb{N}.
\end{cases}$$

This function is nondecreasing on the interval $[0, 1]$, and therefore $\var^1_0 f = 1$ by Theorem 2.1.11.

2.1.14 Theorem. For every $c \in [a, b]$ and every function $f : [a, b] \to \mathbb{R}$, we have

$$\var^b_a f = \var^c_a f + \var^b_c f.$$
Proof. Let \( f : [a, b] \to \mathbb{R} \) and \( c \in [a, b] \) be given. If \( c = a \) or \( c = b \), the statement of the theorem is trivial. Thus, assume that \( c \in (a, b) \).

Let \( \bar{\alpha} = \{a, c, b\} \) and let \( \alpha \in \mathcal{D}[a, b] \) be an arbitrary refinement of \( \bar{\alpha} \). Then necessarily \( c \in \alpha \) and we can split the division \( \alpha \) in two parts: the division \( \alpha' \) of the interval \( [a, c] \) and the division \( \alpha'' \) of the interval \( [c, b] \), i.e., \( \alpha = \alpha' \cup \alpha'' \), where \( \alpha' \in \mathcal{D}[a, c] \) and \( \alpha'' \in \mathcal{D}[c, b] \). Obviously, we have

\[
V(f, \alpha) = V(f, \alpha') + V(f, \alpha''),
\]

wherefrom, by Remark 2.1.7, we deduce

\[
\var_{b}^{c} f = \sup_{\alpha \supset \bar{\alpha}} V(f, \alpha) \leq \var_{a}^{c} f + \var_{c}^{b} f.
\]

On the other hand, for every two divisions \( \alpha' \in \mathcal{D}[a, c] \) and \( \alpha'' \in \mathcal{D}[c, b] \), their union \( \alpha = \alpha' \cup \alpha'' \) is a division of the interval \( [a, b] \) and (2.1.8) holds again. This implies

\[
\var_{c}^{a} f + \var_{b}^{c} f = \sup_{\alpha' \in \mathcal{D}[a, c]} V(f, \alpha') + \sup_{\alpha'' \in \mathcal{D}[c, b]} V(f, \alpha'') \leq \var_{a}^{b} f,
\]

which completes the proof of (2.1.9).

\[\square\]

2.1.15 Example. Let \( n \in \mathbb{N} \). Consider the function \( f_{n} : [0, 2] \to \mathbb{R} \) given by

\[
f_{n}(x) = \begin{cases} 
0 & \text{if } 0 \leq x \leq \frac{1}{n}, \\
x \sin \left( \frac{\pi}{x} \right) & \text{if } \frac{1}{n} < x \leq 2.
\end{cases}
\]

Its derivative

\[
f_{n}'(x) = \begin{cases} 
0 & \text{if } 0 \leq x \leq \frac{1}{n}, \\
\sin \left( \frac{\pi}{x} \right) - \frac{\pi}{x} \cos \left( \frac{\pi}{x} \right) & \text{if } \frac{1}{n} < x \leq 2
\end{cases}
\]

is bounded on \((0, \frac{1}{n})\) and on \((\frac{1}{n}, 2)\). Evidently, \( \var_{0}^{1/n} f_{n} = 0 \). By Example 2.1.4(i), \( \var_{1/n}^{2} f_{n} < \infty \). Thus, Theorem 2.1.14 yields \( \var_{0}^{1} f_{n} < \infty \) for every \( n \in \mathbb{N} \).

The following evident statement implies that the set \( BV([a, b]) \) is closed under pointwise addition of functions and multiplication by scalars (see Conventions and Notation, item (viii)).

2.1.16 Lemma. For given functions \( f, g : [a, b] \to \mathbb{R} \) and a real number \( c \), the relations

\[
\var_{a}^{b}(f + g) \leq \var_{a}^{b} f + \var_{a}^{b} g
\]

and

\[
\var_{a}^{b}(c f) = |c| \var_{a}^{b} f
\]

are true. Furthermore, \( \var_{a}^{b} f = 0 \) if and only if \( f \) is constant on \([a, b]\).
Proof. It suffices to notice that

\[ V(f + g, \alpha) \leq V(f, \alpha) + V(g, \alpha) \quad \text{and} \quad V(cf, \alpha) = |c| V(f, \alpha) \]

holds for every division \( \alpha \) of \([a, b]\), and that \( \var^{b}_a f = 0 \) implies \( |f(x) - f(a)| = 0 \) for each \( x \in [a, b] \).

2.1.17 Example. Show that the inequality

\[ \var^{b}_a (f + g) \geq |\var^{b}_a f - \var^{b}_a g| \quad (2.1.12) \]

holds for any couple of functions \( f, g \in BV([a, b]) \).

Hint: Notice that \( f = (f + g) - g \) and \( g = (f + g) - f \) and make use of \((2.1.10)\).

2.1.18 Remark. A trivial example

\[ f(x) = \cos x, \quad g(x) = -\cos x, \quad \text{with} \quad \var^{\pi/2}_0 f = \var^{\pi/2}_0 g = 1 \quad \text{and} \quad f + g \equiv 0, \]

shows that in general, the inequality in \((2.1.10)\) cannot be replaced by equality. On the other hand, it is possible to formulate conditions sufficient to ensure that \((2.1.10)\) holds with equality. This is done by the following lemma.

2.1.19 Lemma. Let \( f \in BV([a, b]) \) and \( g \in BV([a, b]) \) be such that for each \( \varepsilon > 0 \) there are \( n \in \mathbb{N} \) and \( a_j, b_j \in [a, b], \ j \in \{1, \ldots, n\} \), such that

\[ a \leq a_1 \leq b_1 \leq \cdots \leq a_n \leq b_n \leq b, \quad (2.1.13) \]

\[ \sum_{j=1}^{n} \var^{b}_{a_j} f > \var^{b}_a f - \varepsilon, \quad (2.1.14) \]

\[ \sum_{j=1}^{n} \var^{b}_{a_j} g < \varepsilon. \quad (2.1.15) \]

Then

\[ \var^{b}_a (f + g) = \var^{b}_a f + \var^{b}_a g. \quad (2.1.16) \]

Proof. Let \( \varepsilon > 0 \) be given and let \( \{a_j, b_j\} \subset [a, b] \) with \( j \in \{1, \ldots, n\} \) be such that relations \((2.1.13)-(2.1.15)\) are true.

Put \( b_0 = a \) and \( a_{n+1} = b \). Then

\[ \var^{b}_a f = \sum_{j=1}^{n} \var^{b}_{a_j} f + \sum_{j=0}^{n} \var^{a_{j+1}}_{b_j} f \]

This together with \((2.1.14)\) means that

\[ \sum_{j=0}^{n} \var^{a_{j+1}}_{b_j} f < \varepsilon. \quad (2.1.17) \]
Similarly, by \((2.1.15)\),

\[
\sum_{j=0}^{n} \var_{b_j}^a g > \var_{a}^b g - \varepsilon.
\]  

(2.1.18)

Now, using \((2.1.13), (2.1.14), (2.1.17), (2.1.18)\) and Example \(2.1.17\) we deduce that

\[
\var_{a}^b (f + g) = \sum_{j=1}^{n} \var_{a_j}^b (f + g) + \sum_{j=0}^{n} \var_{b_j}^{a_j+1} (f + g)
\geq \sum_{j=1}^{n} (\var_{a_j}^b f - \var_{a_j}^b g) + \sum_{j=0}^{n} (\var_{b_j}^{a_j+1} g - \var_{b_j}^{a_j+1} f)
> \var_{a}^b f - 2 \varepsilon + \var_{a}^b g - 2 \varepsilon = \var_{a}^b f + \var_{a}^b g - 4 \varepsilon;
\]

i.e.

\[
\var_{a}^b (f + g) > \var_{a}^b f + \var_{a}^b g - 4 \varepsilon
\]

holds for every \(\varepsilon > 0\). Consequently,

\[
\var_{a}^b (f + g) \geq \var_{a}^b f + \var_{a}^b g
\]

wherefrom, by \((2.1.10)\) the desired equality \((2.1.16)\) follows. \(\square\)

2.1.20 Remark. Some important examples of functions \(f, g\) satisfying the assumptions of Lemma \(2.1.19\) will be provided later, cf. Propositions \(2.5.7, 3.3.5\).

2.1.21 Theorem. A function \(f : [a, b] \to \mathbb{R}\) has bounded variation on \([a, b]\) if and only if there exist nondecreasing functions \(f_1, f_2 : [a, b] \to \mathbb{R}\) such that \(f = f_1 - f_2\).

Proof. If \(f_1\) and \(f_2\) are nondecreasing on \([a, b]\) and \(f = f_1 - f_2\), then, by Theorem \(2.1.11\), both \(f_1\) and \(f_2\) have bounded variation on \([a, b]\). Hence, by \((2.1.10)\), we have \(\var_{a}^b f < \infty\).

Conversely, assume that \(f \in \text{BV}([a, b])\), and define

\[
f_1(x) = \var_{a}^x f \quad \text{and} \quad f_2(x) = f_1(x) - f(x) \quad \text{for} \quad x \in [a, b].
\]

Let \(x, y \in [a, b]\) and \(y \geq x\). Then, by Theorem \(2.1.14\), \(f_1(y) = f_1(x) + \var_{y}^x f\), and since the variation is always nonnegative, it follows that \(f_1\) is nondecreasing on \([a, b]\). Furthermore, by Theorem \(2.1.14\) we have

\[
f_2(y) = f_1(x) + \var_{y}^x f - f(y)
\]

and
\[ f_2(y) - f_2(x) = \text{var}_y^x f - (f(y) - f(x)) \geq 0 \]

(see Exercise 2.1.8(i)). This means that the function \( f_2 \) is also nondecreasing and the proof is complete. \( \Box \)

2.1.22 Exercise. Let \( f \in \text{BV}([a, b]) \). Prove that the functions

\[
p(x) = \begin{cases} 
0 & \text{if } x = a, \\
\sup_{\alpha \in \mathcal{D}[a,x]} \nu(\alpha) \sum_{j=1}^{\nu(\alpha)} (f(\alpha_j) - f(\alpha_{j-1}))^+ & \text{if } x \in (a, b]
\end{cases}
\]

and

\[
n(x) = \begin{cases} 
0 & \text{if } x = a, \\
\sup_{\alpha \in \mathcal{D}[a,x]} \nu(\alpha) \sum_{j=1}^{\nu(\alpha)} (f(\alpha_j) - f(\alpha_{j-1}))^- & \text{if } x \in (a, b]
\end{cases}
\]

are nondecreasing and nonnegative on \([a, b]\), and that the relations

\[ f(x) = f(a) + p(x) - n(x) \quad \text{and} \quad \text{var}_a^x f = p(x) + n(x) \]

hold for all \( x \in [a, b] \).

2.1.23 Corollary. For any function \( f \in \text{BV}([a, b]) \) and all \( t \in [a, b] \) and \( s \in (a, b] \) there exist finite limits

\[ f(t+) = \lim_{\tau \to t^+} f(\tau) \quad \text{and} \quad f(s-) = \lim_{\tau \to s^-} f(\tau). \]

**Proof.** By Theorem 2.1.21, we can assume that \( f \) is nondecreasing on \([a, b]\). Then \( f(a) \leq f(x) \leq f(b) \) for every \( x \in [a, b] \). Consequently,

\[ f(a) \leq \sup_{x \in [a,s]} f(x) \leq f(b) \quad \text{for } s \in (a, b] \]

and

\[ f(a) \leq \inf_{x \in (t,b]} f(x) \leq f(b) \quad \text{for } t \in [a, b). \]

Next, we will show that

\[ f(t+) = \inf_{x \in (t,b]} f(x) \quad \text{if } t \in [a, b]. \tag{2.1.19} \]

Let \( d = \inf_{x \in (t,b]} f(x) \) and choose an arbitrary \( \varepsilon > 0 \). Then, by the definition of the infimum, there is a \( t' \in (t, b] \) such that \( d \leq f(t') < d + \varepsilon \). By the monotonicity of the function \( f \), it follows that \( d \leq f(x) < d + \varepsilon \) for every \( x \in (t, t'] \), wherefrom the relation (2.1.19) follows immediately.

In a similar way, one can show that

\[ f(s-) = \sup_{x \in [a,s)} f(x) \quad \text{if } s \in (a, b]. \tag{2.1.20} \]
2.2 Space of functions of bounded variation

By Lemma 2.1.16, every linear combination of functions of bounded variation has a bounded variation, too. It follows that the set $BV([a, b])$ is a linear space whose zero element is given by the identically zero function. We will show that, with suitably chosen norm, $BV([a, b])$ becomes a normed linear space.

2.2.1 Theorem. $BV([a, b])$ is a normed linear space with respect to the norm defined by

$$
\|f\|_{BV} = |f(a)| + \var_{a}^{b}f \quad \text{for } f \in BV([a, b]).
$$

(2.2.1)

Proof. $BV([a, b])$ is a linear space by Lemma 2.1.16. By the same lemma, the relations

$$
\|f + g\|_{BV} \leq \|f\|_{BV} + \|g\|_{BV} \quad \text{and} \quad \|cf\|_{BV} = |c| \|f\|_{BV}
$$

(2.2.2)

hold for all $f, g \in BV([a, b])$ and every $c \in \mathbb{R}$. Finally, if $\|f\|_{BV} = 0$, then $f(a) = 0$ and $\var_{a}^{b}f = 0$. Hence, by Lemma 2.1.16, $f(x) - f(a) = 0$ on $[a, b]$, i.e., $f$ is the zero element of $BV([a, b])$. Consequently, the relation (2.2.1) defines a norm on $BV([a, b])$. $\square$

Next, we prove that $BV([a, b])$ is a Banach space with respect to the norm given by (2.2.1). This fact will enable us to use the results of functional analysis in the study of the bounded variation functions.

2.2.2 Theorem. $BV([a, b])$ is a Banach space.

Proof. It is sufficient to prove that $BV([a, b])$ is complete, i.e., that every Cauchy sequence in $BV([a, b])$ has a limit in $BV([a, b])$. To this aim, let $\{f_n\} \subset BV([a, b])$ be a Cauchy sequence, i.e.,

$$
\text{for each } \varepsilon > 0 \text{ there is } n_{\varepsilon} \in \mathbb{N} \text{ such that } \\
|f_{n}(x) - f_{m}(x)| \leq \|f_{n} - f_{m}\|_{BV} < \varepsilon \text{ for } x \in [a, b] \text{ and } n, m \geq n_{\varepsilon}. \tag{2.2.3}
$$

a) By (2.2.3), the sequence $\{f_{n}(x)\}$ is a Cauchy sequence of real numbers for every $x \in [a, b]$. Hence, for any $x \in [a, b]$ it has a finite limit

$$
\lim_{n \to \infty} f_{n}(x) = f(x).
$$

b) Let an arbitrary $\varepsilon > 0$ be given and let $n_{\varepsilon} \in \mathbb{N}$ be determined by (2.2.3). Then for every $x \in [a, b]$ we have

$$
|f(x) - f_{n_{\varepsilon}}(x)| = \lim_{n \to \infty} |f_{n}(x) - f_{n}(x)| \leq \varepsilon,
$$
and hence the inequalities

\[ |f(x) - f_n(x)| \leq |f(x) - f_{n_\varepsilon}(x)| + |f_{n_\varepsilon}(x) - f_n(x)| < 2\varepsilon \]

hold for every \( n \geq n_\varepsilon \) and every \( x \in [a, b] \). This means that

\[ \lim_{n \to \infty} \|f - f_n\|_{\infty} = 0. \]

In other words, the sequence \( \{f_n\} \) tends to \( f \) uniformly on \([a, b]\).

c) By (2.2.2) and (2.2.3), there is \( n_1 \in \mathbb{N} \) such that

\[ \var_{a}^{b} f_n \leq \|f_n\|_{BV} \leq \|f_{n_1}\|_{BV} + 1 \quad \text{for } n \geq n_1. \]

Consequently, the sequence \( \{\var_{a}^{b} f_n\} \) of real numbers is bounded by a certain \( d \in [0, \infty) \). As a result, we have

\[ V(f, \alpha) = \lim_{n \to \infty} V(f_n, \alpha) \leq d \quad \text{for all } \alpha \in \mathcal{D}[a, b], \]

which implies

\[ \var_{a}^{b} f = \sup_{\alpha \in \mathcal{D}[a,b]} V(f, \alpha) \leq d. \]

In particular, \( f \in BV([a, b]) \).

d) It remains to show that

\[ \lim_{n \to \infty} \|f - f_n\|_{BV} = 0. \tag{2.2.4} \]

Let an arbitrary \( \varepsilon > 0 \) be given. By (2.2.3), there exists an \( n_\varepsilon \in \mathbb{N} \) such that

\[ V(f_n - f_m, \alpha) \leq \var_{a}^{b} (f_n - f_m) < \varepsilon \quad \text{for all } n, m \geq n_\varepsilon \text{ and } \alpha \in \mathcal{D}[a, b], \]

wherefrom, by letting \( m \to \infty \), we deduce that

\[ V(f_n - f, \alpha) = \lim_{m \to \infty} V(f_n - f_m, \alpha) \leq \varepsilon \quad \text{for all } n \geq n_\varepsilon \text{ and } \alpha \in \mathcal{D}[a, b], \]

and consequently

\[ \lim_{n \to \infty} \var_{a}^{b} (f_n - f) = 0. \]

This fact together with part a) of the proof implies that (2.2.4) is true. \( \Box \)
2.3 Bounded variation and continuity

2.3.1 Definition. Let a function \( f : [a, b] \rightarrow \mathbb{R} \) be given. We say that \( x \in (a, b) \) is its point of discontinuity of the first kind if both the one-sided limits

\[
\begin{align*}
  f(x^-) &= \lim_{t \to x^-} f(t) \\
  f(x^+) &= \lim_{t \to x^+} f(t)
\end{align*}
\]

exist and are finite, while either \( f(x^-) \neq f(x) \) and/or \( f(x^+) \neq f(x) \). Analogously, \( a \) is the point of discontinuity of the first kind of \( f \) if the limit

\[
  f(a^+) = \lim_{t \to a^+} f(t)
\]

is finite and \( f(a^+) \neq f(a) \), and \( b \) is the point of discontinuity of the first kind of \( f \) if the limit

\[
  f(b^-) = \lim_{t \to b^-} f(t)
\]

is finite and \( f(b^-) \neq f(b) \).

By Corollary 2.1.23, functions of bounded variation can only have discontinuities of the first kind. Now, let us have a closer look on the properties of bounded variation functions related to continuity.

2.3.2 Theorem. Every function \( f \in \text{BV}([a, b]) \) has at most countably many discontinuities in the interval \([a, b]\).

Proof. By virtue of Theorem 2.1.21, it is enough to prove the statement for the case when \( f \) is a nondecreasing function. Let \( D \) be the set of all discontinuity points of \( f \). For each \( x \in D \), choose an arbitrary rational \( q(x) \) in the interval \((f(x^-), f(x^+))\). Since \( f \) is nondecreasing, it follows that \( q(x) \neq q(y) \) whenever \( x, y \in D \) and \( x \neq y \). Hence, the mapping \( q \) provides a one-to-one correspondence between \( D \) and a subset of rational numbers. This proves that \( D \) is at most countable.

Let \( f \in \text{BV}([a, b]) \) and

\[
v(x) = \text{var}_x f \quad \text{for} \quad x \in [a, b]. \tag{2.3.1}
\]

From the proof of Theorem 2.1.21, we know that the functions \( v \) and \( v - f \) are nondecreasing on \([a, b]\). We now will show that the function \( v \) inherits the continuity properties of the function \( f \).
2.3.3 Lemma. Let $f \in BV([a, b])$ and let $v : [a, b] \to \mathbb{R}$ be defined by (2.3.1). Then

\[ \Delta^- v(x) = |\Delta^- f(x)| \quad \text{for } x \in (a, b) \tag{2.3.2} \]
and

\[ \Delta^+ v(x) = |\Delta^+ f(x)| \quad \text{for } x \in [a, b). \tag{2.3.3} \]

Proof. a) If $x \in (a, b]$, then

\[ v(x) - v(s) = \text{var}_x^s f \geq |f(x) - f(s)| \quad \text{holds for every } s \in [a, x]. \]

For $s \to x^-$, we get the inequality

\[ \Delta^- v(x) \geq |\Delta^- f(x)| \quad \text{for } x \in (a, b]. \tag{2.3.4} \]

Let $\varepsilon > 0$ be given. Choose a $\delta > 0$ such that

\[ |f(x^-) - f(s)| < \frac{\varepsilon}{2} \quad \text{for } s \in (x - \delta, x). \tag{2.3.5} \]

Furthermore, choose a division $\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\}$ of $[a, x]$ such that

\[ \alpha_{m-1} \geq x - \delta \quad \text{and} \quad v(x) - V(f, \alpha) < \frac{\varepsilon}{2}. \tag{2.3.6} \]

Then, by (2.3.6) and (2.3.5), we have

\[
v(x) - \sum_{j=1}^{m-1} |f(\alpha_j) - f(\alpha_{j-1})| < V(f, \alpha) + \frac{\varepsilon}{2} - \sum_{j=1}^{m-1} |f(\alpha_j) - f(\alpha_{j-1})| \\
= |f(x) - f(\alpha_{m-1})| + \frac{\varepsilon}{2} \leq |\Delta^- f(x)| + |f(x^-) - f(\alpha_{m-1})| + \frac{\varepsilon}{2} \\
\leq |\Delta^- f(x)| + \varepsilon.
\]

Moreover, since

\[
\sum_{j=1}^{m-1} |f(\alpha_j) - f(\alpha_{j-1})| \leq v(\alpha_{m-1})
\]
and $v(t) \geq v(\alpha_{m-1})$ for every $t \in (\alpha_{m-1}, x)$, it follows that

\[
v(x) - v(t) \leq v(x) - v(\alpha_{m-1}) \leq v(x) - \sum_{j=1}^{m-1} |f(\alpha_j) - f(\alpha_{j-1})| \\
\leq |\Delta^- f(x)| + \varepsilon
\]
\[ \forall t \in (\alpha_{m-1}, x) \text{ and every } \varepsilon > 0. \] Letting \( t \to x^- \) and recalling that \( \varepsilon > 0 \) can be arbitrary, we get the inequality \( \Delta^- v(x) \leq |\Delta^- f(x)| \), which together with (2.3.4) proves the equality (2.3.2).

b) The second relation (2.3.3) can be proved by a symmetry argument based on reflecting the graph of \( f \) about the vertical axis: Let \( \tilde{f} : [-b, -a] \to \mathbb{R} \) be given by \( \tilde{f}(x) = f(-x) \), \( x \in [-b, -a] \). Observe that \( \text{var}_a^x f = \text{var}_{-b}^{-x} \tilde{f} \) whenever \( [c, d] \subset [a, b] \), and \( \Delta^+ f(x) = -\Delta^- \tilde{f}(-x) \) for each \( x \in [a, b] \). Therefore,

\[
\Delta^+ v(x) = \lim_{\delta \to 0^+} \left( \text{var}_a^{x+\delta} f - \text{var}_a^x f \right) = \lim_{\delta \to 0^+} \text{var}_x^{x+\delta} f
\]

\[
= \lim_{\delta \to 0^+} \text{var}_{-b}^{-x} \tilde{f} = \lim_{\delta \to 0^+} \left( \text{var}_{-b}^{-x} \tilde{f} - \text{var}_{-b}^{-x-\delta} \tilde{f} \right)
\]

\[
= |\Delta^- \tilde{f}(-x)| = |\Delta^+ f(x)|,
\]

where the first equality on the last line follows from part (a) applied to the function \( \tilde{f} \) at the point \(-x\).

The following statement is an immediate consequence of Lemma 2.3.3.

2.3.4 Corollary. Let \( f \in BV([a, b]) \) and let the function \( v : [a, b] \to \mathbb{R} \) be defined by the relation (2.3.1). Then \( f \) is right-continuous at a point \( x \in (a, b) \) if and only if the function \( v \) is right-continuous at this point. Similarly, \( f \) is left-continuous at the point \( x \in (a, b) \) if and only if the function \( v \) is left-continuous at this point.

From the next theorem it will follow that the sum of absolute values of the jumps of a bounded variation function is always finite. For its proof, we need the following statement.

2.3.5 Lemma. If \( f : [a, b] \to \mathbb{R} \) has bounded variation and the functions \( p \) and \( n \) are defined as in Exercise 2.1.22, then

\[
\Delta^- p(x) = (\Delta^- f(x))^+, \quad \Delta^- n(x) = (\Delta^- f(x))^- \quad \text{for } x \in (a, b), \quad \text{(2.3.7)}
\]

and

\[
\Delta^+ p(x) = (\Delta^+ f(x))^+, \quad \Delta^+ n(x) = (\Delta^+ f(x))^- \quad \text{for } x \in [a, b]. \quad \text{(2.3.8)}
\]

The proof can be carried out analogously as the proof of Lemma 2.3.3; it suffices to work with

\[
(f(\alpha_j) - f(\alpha_{j-1}))^+ \text{ or } (f(\alpha_j) - f(\alpha_{j-1}))^-
\]

instead of \( |f(\alpha_j) - f(\alpha_{j-1})| \). The detailed proof is left as an exercise for the reader.
2.3.6 Theorem. Let \( f \in BV([a, b]) \) and let \( D = \{s_k\} \) be a non-repeating sequence (i.e., \( s_k \neq s_\ell \) whenever \( k \neq \ell \)) of points from the open interval \((a, b)\). Then

\[
|\Delta^+ f(a)| + \sum_{k=1}^{\infty} \left( |\Delta^+ f(s_k)| + |\Delta^- f(s_k)| \right) + |\Delta^- f(b)| \leq \var \quad (2.3.9)
\]

Proof.  
a) First, assume that \( f \) is nondecreasing. Then

\[
|\Delta^+ f(a)| + \sum_{k=1}^{\infty} \left( |\Delta^+ f(s_k)| + |\Delta^- f(s_k)| \right) + |\Delta^- f(b)| = \Delta^+ f(a) + \sum_{k=1}^{\infty} \Delta^+ f(s_k) + \Delta^- f(b)
\]

Choose an arbitrary \( n \in \mathbb{N} \). Denote \( \alpha_0 = a \), \( \alpha_k = s_k \) for \( k \in \{1, \ldots, n\} \), and \( \alpha_{n+1} = b \). Then

\[
\Delta^+ f(a) + \sum_{k=1}^{n} \Delta^+ f(s_k) + \Delta^- f(b)
\]

\[
= \Delta^+ f(\alpha_0) + \sum_{k=1}^{n} \left( f(\alpha_k) - f(\alpha_{k-1}) \right) + \Delta^- f(\alpha_{n+1})
\]

\[
= - f(\alpha_0) + \sum_{k=0}^{n} \left( f(\alpha_k) - f(\alpha_{k+1}) \right) + f(\alpha_{n+1})
\]

\[
\leq - f(\alpha_0) + f(\alpha_{n+1}) = f(b) - f(a) = \var \quad (2.3.9)
\]

where the last inequality follows from the fact that \( f \) is nondecreasing. Passing to the limit \( n \to \infty \), we obtain \((2.3.9)\).

b) Now, let \( f \) be an arbitrary function of bounded variation on \([a, b]\) and let the functions \( p \) and \( n \) be defined as in Exercise 2.1.22. We know that \( f = f(a) + p - n \) on \([a, b]\). Obviously,

\[
\Delta^+ f(t) = \Delta^+ p(t) - \Delta^+ n(t) \quad \text{and} \quad \Delta^- f(s) = \Delta^- p(s) - \Delta^- n(s)
\]

for \( t \in [a, b] \) and \( s \in (a, b) \). Finally, using Lemma 2.3.5, we can easily deduce that the relations

\[
|\Delta^+ f(t)| = \Delta^+ p(t) + \Delta^+ n(t) \quad \text{and} \quad |\Delta^- f(s)| = \Delta^- p(s) + \Delta^- n(s) \quad (2.3.10)
\]

hold for \( t \in [a, b] \), \( s \in (a, b) \).

By the first part of the proof we have

\[
\Delta^+ p(a) + \sum_{k=1}^{\infty} \left( \Delta^+ p(s_k) + \Delta^- p(s_k) \right) + \Delta^- p(b) \leq p(b)
\]

and
\[ \Delta^+ n(a) + \sum_{k=1}^{\infty} \left( \Delta^+ n(s_k) + \Delta^- n(s_k) \right) + \Delta^- n(b) \leq n(b). \]

By adding these two inequalities, we obtain
\[
|\Delta^+ f(a)| + \sum_{k=0}^{n} \left( |\Delta^+ f(s_k)| + |\Delta^- f(s_k)| \right) + |\Delta^- f(b)| \\
\leq p(b) + n(b) = \var b f.
\]

\[ \Box \]

2.3.7 Remark. Let \( f : [a, b] \to \mathbb{R} \) have a bounded variation and let the set \( D \) of its discontinuity points in \( (a, b) \) be infinite. By Theorem 2.3.2, the elements of \( D \) can be arranged into a sequence \( \{s_k\} \). (Naturally, there is an infinite number of such sequences.) By Theorem 2.3.6, the series
\[
\sum_{k=1}^{\infty} \left( |\Delta^+ f(s_k)| + |\Delta^- f(s_k)| \right)
\]
is absolutely convergent and its sum does not depend on the ordering of points of \( D \). Since for \( x \in (a, b) \), the expression \( |\Delta^+ f(x)| + |\Delta^- f(x)| \) is nonzero if and only if \( x \in D \), it makes sense to define
\[
\sum_{a < x < b} \left( |\Delta^+ f(x)| + |\Delta^- f(x)| \right) = \sum_{x \in D} \left( |\Delta^+ f(x)| + |\Delta^- f(x)| \right) \\
= \sum_{k=1}^{\infty} \left( |\Delta^+ f(s_k)| + |\Delta^- f(s_k)| \right),
\]
where \( \{s_k\} \) is an arbitrary non-repeating sequence of points from \( (a, b) \) such that \( D = \{s_k\} \). The symbols
\[
\sum_{a \leq x < b}, \sum_{a < x \leq b}, \sum_{a \leq x \leq b}, \text{ or } \sum_{x \in [a, b]}, \sum_{x \in [a, b]}, \sum_{x \in [a, b]} \text{ etc.}
\]
should be understood in an analogous way.

Theorem 2.3.6 implies the following result.

2.3.8 Corollary. Each function \( f \in BV([a, b]) \) satisfies the inequality
\[
\sum_{x \in [a, b]} |\Delta^+ f(x)| + \sum_{x \in (a, b]} |\Delta^- f(x)| \leq \var b f. \tag{2.3.11}
\]
2.4 Derivatives of bounded variation functions

In this section we will consider the properties of functions of bounded variation related to differentiation. To this aim, let us first recall the concept of the Lebesgue outer measure.

For an arbitrary set $M \subset \mathbb{R}$, we define its Lebesgue outer measure

$$\mu^*(M) := \inf \sum_k (b_k - a_k),$$

where the infimum is taken over all at most countable collections $\{(a_k, b_k)\}$ of open intervals in $\mathbb{R}$ such that

$$M \subset \bigcup_k (a_k, b_k).$$

The Lebesgue outer measure is either a nonnegative real number, or $\infty$. Furthermore, $\mu^*(M_1) \leq \mu^*(M_2)$ whenever $M_1 \subset M_2$.

Obviously, for any finite collection $\{I_k\}$ of disjoint open intervals in $\mathbb{R}$, the equality

$$\mu^* \left( \bigcup_k I_k \right) = \sum_k |I_k|$$

holds.

We say that a certain property holds almost everywhere (a.e.) on the interval $[a, b]$ if there exists a set $N \subset [a, b]$ whose Lebesgue outer measure is zero and such that the property holds for all $x \in [a, b] \setminus N$. Equivalently, we say that the property holds for almost all $x \in [a, b]$.

If not stated otherwise, in what follows by outer measure we always understand the Lebesgue outer measure.

2.4.1 Exercises. Prove the following assertions:

(i) Every countable set $S \subset \mathbb{R}$ has outer measure equal to zero.

(ii) If $I$ is an interval, then $\mu^*(I)$ equals its length $|I|$.

(iii) If $\{M_k\}$ is a countable collection of subsets of $\mathbb{R}$, then

$$\mu^* \left( \bigcup_k M_k \right) \leq \sum_k \mu^*(M_k).$$
(iv) The union of countably many sets whose outer measure is zero has outer measure equal to zero.

**2.4.2 Theorem** *(Lebesgue Differentiation Theorem)*. Every monotone function \( f : [a, b] \rightarrow \mathbb{R} \) has a finite derivative \( f'(x) \) for almost all \( x \in [a, b] \).

The proof of Theorem 2.4.2 can be found in many real analysis textbooks (see e.g. Appendix E in [11], Theorem 7.9 in [16], Theorem 4.9 in [43] or Theorem 6.2.1 in [111]).

**2.4.3 Remark.** In particular, by Theorem 2.1.21, each function \( f \in \text{BV}([a, b]) \) has a bounded derivative almost everywhere on the interval \([a, b]\). It is even known (see Theorem 3.2.1) that the derivatives of functions of bounded variation are Lebesgue integrable. However, the seemingly natural equation

\[
 f(x) - f(a) = \int_a^x f'(t) \, dt \quad \text{for} \quad x \in [a, b]
\]

is not true for every function \( f \in \text{BV}([a, b]) \). For example, there exist functions \( f \in \text{BV}([a, b]) \) which are non-constant on \([a, b]\) and such that \( f' = 0 \) a.e. on \([a, b]\).

**2.4.4 Definition.** A function \( f \in \text{BV}([a, b]) \) is called *singular* if \( f'(x) = 0 \) for almost all \( x \in [a, b] \).

### 2.5 Step functions

The simplest example of non-constant singular functions are functions of the form \( f = \chi_{[a,c]} \), where \( c \in (a, b) \). Their natural generalizations are the *finite step functions*, sometimes called also *simple functions*.

**2.5.1 Definition.** A function \( f : [a, b] \rightarrow \mathbb{R} \) is a finite step function on \([a, b]\) if there exists a division \( \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\} \) of \([a, b]\) such that \( f \) is constant on each of the open intervals \((\alpha_{j-1}, \alpha_j), j = 1, \ldots, m\). The set of finite step functions on the interval \([a, b]\) is denoted by \( \text{S}([a, b]) \).

By definition, the function \( f : [a, b] \rightarrow \mathbb{R} \) is a finite step function if and only if there exists an \( m \in \mathbb{N} \), sets \( \{\tilde{c}_j : j = 0, 1, \ldots, m\} \subseteq \mathbb{R}, \{\tilde{d}_j : j = 1, \ldots, m\} \subseteq \mathbb{R} \) and a division \( \{a = s_0 < s_1 < \cdots < s_m = b\} \) of \([a, b]\) such that

\[
 f(s_j) = \tilde{c}_j \quad \text{for} \quad j = 0, 1, \ldots, m,
\]

and

\[
 f(x) = \tilde{d}_j \quad \text{for} \quad x \in (s_{j-1}, s_j) \quad \text{and} \quad j = 1, \ldots, m,
\]

i.e.,
\[ f(x) = \sum_{j=0}^{m} \tilde{c}_j \chi_{(s_j]}(x) + \sum_{j=1}^{m} \tilde{d}_j \chi_{(s_{j-1},s_j)}(x) \]

\[ = \tilde{c}_0 (\chi_{[a,b]}(x) - \chi_{(a,b]}(x)) + \sum_{j=1}^{m-1} \tilde{c}_j (\chi_{[s_j,b]}(x) - \chi_{(s_j,b]}(x)) \]

\[ + \tilde{c}_m \chi_{[b]}(x) + \sum_{j=1}^{m-1} \tilde{d}_j (\chi_{(s_{j-1},b]}(x) - \chi_{(s_j,b]}(x)) \]

\[ + \tilde{d}_m (\chi_{(s_m-1,b]}(x) - \chi_{(b]}(x)) \]

\[ = \tilde{c}_0 + \sum_{j=0}^{m-1} (\tilde{d}_{j+1} - \tilde{c}_j) \chi_{(s_j,b]}(x) \]

\[ + \sum_{j=1}^{m-1} (\tilde{c}_j - \tilde{d}_j) \chi_{(s_j,b]}(x) + (\tilde{c}_m - \tilde{d}_m) \chi_{[b]}(x). \]

Equivalently,

\[
\begin{align*}
\{ f(x) = c + \sum_{j=0}^{m-1} c_j \chi_{(s_j,b]}(x) + \sum_{j=1}^{m-1} d_j \chi_{(s_{j-1},b]}(x) + d \chi_{[b]}(x) \} \\
\text{for } x \in [a, b],
\end{align*}
\]

(2.5.1)

where

\[ c = \tilde{c}_0, \quad c_j = \tilde{d}_{j+1} - \tilde{c}_j \quad \text{for } j = 0, 1, \ldots, m - 1, \]

and

\[ d_j = \tilde{c}_j - \tilde{d}_j \quad \text{for } j = 1, \ldots, m - 1, \quad d = \tilde{c}_m - \tilde{d}_m. \]

Obviously, \( f(a) = c \),

\[ f(x-) = f(x) \text{ for } x \in (a, b) \setminus \{ s_k \}, \quad f(x) = f(x+) \text{ for } x \in [a, b] \setminus \{ s_k \} \]

and

\[ \Delta^+ f(s_j) = \tilde{d}_{j+1} - \tilde{c}_j = c_j \quad \text{for } j = 0, 1, \ldots, m - 1, \]

\[ \Delta^- f(s_j) = \tilde{c}_j - \tilde{d}_j = d_j \quad \text{for } j = 1, \ldots, m. \]

A generalization of a finite step function is provided by step functions, sometimes called also jump functions.

2.5.2 Definition. A function \( f : [a, b] \to \mathbb{R} \) is a step function on \([a, b]\) if either \( f \) is a finite step function or there exist \( c, c_0, d \in \mathbb{R} \), a non-repeating sequence
\{s_k\} \subset (a, b), \text{ and sequences } \{c_k\} \subset \mathbb{R} \text{ and } \{d_k\} \subset \mathbb{R} \text{ such that } \\
\sum_{k=1}^{\infty} (|c_k| + |d_k|) < \infty \quad (2.5.2) \\
and \\
f(x) = c + c_0 \chi_{(a,b)}(x) + \sum_{k=1}^{\infty} \left( c_k \chi_{(s_k,b]}(x) + d_k \chi_{[s_k,b]}(x) \right) \\
+ d \chi_b(x) \quad \text{for } x \in [a, b]. \quad (2.5.3) \\
The set of all step functions on the interval \([a, b]\) is denoted by \(B([a, b])\).

If \(f \in B([a, b])\) is not a finite step function, then the sequence \(\{s_k\}\) from Definition [2.5.2] is infinite and, in general, it is not possible to reorder it into an increasing sequence. However, thanks to condition (2.5.2) we have \\
\sum_{k=1}^{\infty} \left| c_k \chi_{(s_k,b]}(x) + d_k \chi_{[s_k,b]}(x) \right| \leq \sum_{k=1}^{\infty} (|c_k| + |d_k|) < \infty. \quad (2.5.4)

This means that the series on the right-hand side of (2.5.3) is absolutely convergent for each \(x \in [a, b]\). Hence, the values \(f(x)\) do not depend on the particular ordering of the sequence \(\{s_k\}\). Consequently, for each \(x \in [a, b]\) the relation (2.5.3) can be equivalently rewritten as \\
f(x) = \\
\begin{cases} 
\quad c & \text{if } x = a, \\
\quad c + c_0 + \sum_{a<s_k<x} c_k + \sum_{a<s_k\leq x} d_k & \text{if } x \in (a, b), \\
\quad c + c_0 + \sum_{a<s_k<b} c_k + \sum_{a<s_k\leq b} d_k + d & \text{if } x = b, 
\end{cases} \quad (2.5.5)

where the sum \(\sum_{a<s_k<x} c_k\) runs over all indices \(k \in \mathbb{N}\) such that \(s_k \in (a, x)\), the sum \(\sum_{a<s_k\leq x} c_k\) runs over all indices \(k \in \mathbb{N}\) such that \(s_k \in (a, x]\), and analogously in the case of \(\sum_{a<s_k<b} d_k\).

From (2.5.5) we see that the function \(f \in B([a, b])\) defined by (2.5.3) satisfies \(f(a) = c\). From (2.5.5) we see that if there is a \(\delta > 0\) such that \((a, a+\delta) \cap \{s_k\} = \emptyset\), then \\
f(a+) = c + c_0. \quad (2.5.6)

In the general case, one has to take into account that since \\
\lim_{t \to a^+} \left( \sum_{a<s_k<t} c_k + \sum_{a<s_k\leq t} d_k \right)
is in fact the limit of the remainder of an absolutely convergent series, it must be zero. Hence (2.5.6) holds also in the case when \( a \) is a limit point of the set \( \{s_k\} \).

Similar argument can be used to prove the following formulas:

\[
\begin{align*}
f(x^-) &= c + c_0 + \sum_{a < s_k < x} c_k + \sum_{a < s_k < x} d_k \quad \text{if } x \in (a, b], \\
\text{and} \\
f(x^+) &= c + c_0 + \sum_{a < s_k \leq x} c_k + \sum_{a < s_k \leq x} d_k \quad \text{if } x \in [a, b). 
\end{align*}
\]

(2.5.7)

Subtracting (2.5.5) from (2.5.7) leads to

\[
\begin{align*}
f(x^-) &= f(x) = f(x^+) \quad \text{for } x \in (a, b) \setminus \{s_k\} \\
\text{and} \\
\Delta^+ f(s_k) &= c_k \quad \text{for } k \in \mathbb{N}, \quad \Delta^+ f(a) = c_0, \\
\Delta^- f(s_k) &= d_k \quad \text{for } k \in \mathbb{N}, \quad \Delta^- f(b) = d. 
\end{align*}
\]

(2.5.8)

(2.5.9)

Thus, the relation (2.5.3) from Definition 2.5.2 can be reformulated in further two equivalent ways:

\[
f(x) = \begin{cases} 
  c & \text{if } x = a, \\
  c + \Delta^+ f(a) + \sum_{a < s_k < x} \Delta^+ f(s_k) + \sum_{a < s_k \leq x} \Delta^- f(s_k) & \text{if } x \in (a, b), \\
  c + \Delta^+ f(a) + \sum_{a < s_k \leq b} \Delta^+ f(s_k) + \sum_{a < s_k < b} \Delta^- f(s_k) + \Delta^- f(b) & \text{if } x = b 
\end{cases}
\]

(2.5.10)

or

\[
f(x) = f(a) + \sum_{d \in D} \left[ \Delta^+ f(d) \chi_{[a,b]}(x) + \Delta^- f(d) \chi_{(a,b]}(x) \right] \\
+ \Delta^+ f(a) \chi_{[a,b]}(x) + \Delta^- f(b) \chi_{[b]}(x) \quad \text{for } x \in [a, b],
\]

(2.5.11)

where \( D = \{s_k\} \). Recall that we assume that \( D \subset (a, b) \). Hence, with respect to (2.5.9) we can see that \( D \) is the set of points of discontinuity of \( f \) in the open interval \( (a, b) \), while the set of points of discontinuity of \( f \) on the closed interval \( [a, b] \) is contained in the set \( D \cup \{a\} \cup \{b\} \). (The points \( a, b \) do not necessarily have to be discontinuity points of \( f \).)
2.5.3 Theorem. \( S([a, b]) \subset B([a, b]) \subset BV([a, b]) \) and the inequality

\[
\text{var}_b^a f = |\Delta^+ f(a)| + \sum_{x \in (a,b)} \left( |\Delta^+ f(x)| + |\Delta^- f(x)| \right) + |\Delta^- f(b)| < \infty \quad (2.5.12)
\]
holds for each step function \( f \in B([a, b]) \).

Proof. By Definition 2.5.1, we have

\( S([a, b]) \subset B([a, b]) \) and \( S([a, b]) \subset BV([a, b]) \).

Obviously, (2.5.12) holds for all finite step functions \( f \in S([a, b]) \). Thus, we can restrict ourselves to the case that \( f \in B([a, b]) \setminus S([a, b]) \), i.e., we may assume that \( f \) is given by (2.5.5), and (2.5.2) is true. Using (2.5.9) we have

\[
\begin{align*}
|\Delta^+ f(a)| + \sum_{a < x < b} \left( |\Delta^+ f(x)| + |\Delta^- f(x)| \right) + |\Delta^- f(b)| \\
= |c_0| + \sum_{k=1}^{\infty} \left( |c_k| + |d_k| \right) + |d| < \infty.
\end{align*}
\]

(2.5.13)

Notice that

\[
|f(y) - f(x)| \leq \sum_{x \leq s_k < y} |c_k| + \sum_{x < s_k \leq y} |d_k|
\]

holds for arbitrary \( x, y \in (a, b) \) such that \( x < y \). Furthermore,

\[
|f(y) - f(a)| \leq |c_0| + \sum_{a < s_k < y} |c_k| + \sum_{a < s_k \leq y} |d_k| \quad \text{if } a < y < b,
\]

and

\[
|f(b) - f(x)| \leq \sum_{x \leq s_k < b} |c_k| + \sum_{x < s_k < b} |d_k| + |d| \quad \text{if } a < x < b.
\]

Hence, for any division \( \alpha \) of \([a, b]\) with \( \nu(\alpha) \geq 3 \) we can deduce

\[
V(f, \alpha) = \sum_{j=1}^{\nu(\alpha)} |f(\alpha_j) - f(\alpha_{j-1})| \leq |c_0| + \left( \sum_{a < s_k < \alpha_1} |c_k| + \sum_{a < s_k \leq \alpha_1} |d_k| \right)
\]

\[
+ \sum_{j=2}^{\nu(\alpha)-1} \left( \sum_{\alpha_{j-1} \leq s_k < \alpha_j} |c_k| + \sum_{\alpha_{j-1} \leq s_k \leq \alpha_j} |d_k| \right)
\]

\[
+ \left( \sum_{\alpha_{\nu(\alpha)-1} \leq s_k < b} |c_k| + \sum_{\alpha_{\nu(\alpha)-1} \leq s_k \leq b} |d_k| \right) + |d|
\]

\[
\leq |c_0| + \sum_{k=1}^{\infty} (|c_k| + |d_k|) + |d|.
\]
Consequently, by (2.5.2) we have
\[
\text{var}_b^a f \leq |c_0| + \sum_{k=1}^{\infty} (|c_k| + |d_k|) + |d| < \infty,
\]
(2.5.14)
i.e., \(f \in \text{BV}([a, b])\) and \(B([a, b]) \subset \text{BV}([a, b])\). Finally, using Theorem 2.3.6 we get
\[
|\Delta^+ f(a)| + \sum_{x \in (a, b)} \left( |\Delta^+ f(x)| + |\Delta^- f(x)| \right) + |\Delta^- f(b)| \leq \text{var}_b^a f.
\]
(2.5.15)
Now, using (2.5.13), (2.5.14) and (2.5.15), we obtain the relation (2.5.12).

Obviously, if \(f\) is a finite step function on \([a, b]\), then \(f' = 0\) on \([a, b] \setminus M\) where \(M \subset [a, b]\) is a finite (possibly empty) set. Finite step functions on \([a, b]\) are thus singular on \([a, b]\). We will show that every step function on \([a, b]\) is also singular on \([a, b]\). For this purpose, we need the following statement known as the little Fubini theorem.

2.5.4 Theorem ("LITTLE" FUBINI). Let \(\{f_k\}\) be a sequence of nondecreasing functions on \([a, b]\) such that the series \(f(x) = \sum_{k=1}^{\infty} f_k(x)\) converges for every \(x \in [a, b]\). Then \(f'(x) = \sum_{k=1}^{\infty} f'_k(x) \in \mathbb{R}\) for almost all \(x \in [a, b]\).

Proof. a) Denote
\[
g(x) = f(x) - f(a), \quad g_k(x) = f_k(x) - f_k(a) \quad \text{for } k \in \mathbb{N}, x \in [a, b],
\]
and
\[
s_n(x) = \sum_{k=1}^{n} g_k(x) \quad \text{for } n \in \mathbb{N}, x \in [a, b].
\]
Then the functions \(g, g_k, k \in \mathbb{N}\), are nonnegative and nondecreasing on \([a, b]\), while
\[
g(x) = \sum_{k=1}^{\infty} g_k(x) = \lim_{n \to \infty} s_n(x) \quad \text{for } x \in [a, b].
\]
By Theorem 2.4.2 for every \(k \in \mathbb{N}\) there exists a set \(D_k \subset ab\) of zero outer measure such that the function \(g_k\) has a finite derivative \(g'_k(x)\) for every \(x \in [a, b] \setminus D_k\). Similarly, there exists a finite derivative \(g'(x)\) for every \(x \in [a, b] \setminus D\) where \(D \subset [a, b]\) has zero outer measure. Thus, if we let \(\bar{D} = D \cup \bigcup_{k=1}^{\infty} D_k\), we can summarize that there exist finite derivatives \(g'(x), g'_k(x)\) for each each \(k \in \mathbb{N}\) and each \(x \in [a, b] \setminus \bar{D}\). By Exercise 2.4.1(iv) the set \(D\) also has zero outer measure.
For any \( x \in [a, b] \setminus \tilde{D} \) and \( \xi \in [a, b] \) such that \( \xi \neq x \), we have
\[
\sum_{k=1}^{\infty} \frac{g_k(\xi) - g_k(x)}{\xi - x} = \frac{g(\xi) - g(x)}{\xi - x}.
\]
Since every term in the sum on the left-hand side is nonnegative (because \( g_k \) is nondecreasing), it follows that
\[
\frac{s_n(\xi) - s_n(x)}{\xi - x} = \sum_{k=1}^{n} \frac{g_k(\xi) - g_k(x)}{\xi - x} \leq \frac{g(\xi) - g(x)}{\xi - x}
\]
holds for any \( x \in [a, b] \), \( \xi \in [a, b] \setminus \{x\} \) and \( n \in \mathbb{N} \). Letting \( \xi \to x \) we get
\[
s'_n(x) = \sum_{k=1}^{n} g'_k(x) \leq g'(x) \quad \text{for} \quad x \in [a, b] \setminus \tilde{D} \quad \text{and} \quad n \in \mathbb{N}.
\]
Since \( g'_k(x) \geq 0 \) for \( x \in [a, b] \setminus \tilde{D} \) and \( k \in \mathbb{N} \), the sequence \( \{s'_n(x)\} \) is bounded and nondecreasing for each \( x \in [a, b] \setminus \tilde{D} \). Thus, for every \( x \in [a, b] \setminus \tilde{D} \) there exists a finite limit
\[
\lim_{n \to \infty} s'_n(x) = \sum_{k=1}^{\infty} g'_k(x) \leq g'(x), \quad (2.5.16)
\]
i.e., the series \( \sum_{k=1}^{\infty} g'_k(x) \) converges for almost all \( x \in [a, b] \).

b) On the other hand, for every \( \ell \in \mathbb{N} \) there exists \( n_{\ell} \) such that
\[
0 \leq g(b) - s_{n_{\ell}}(b) < \frac{1}{2^\ell}.
\]
Since both \( g \) and \( s_{n_{\ell}} \) are nondecreasing on \([a, b]\), it follows that
\[
0 \leq g(x) - s_{n_{\ell}}(x) = \sum_{k=n_{\ell}+1}^{\infty} g_k(x) \leq \sum_{k=n_{\ell}+1}^{\infty} g_k(b) = g(b) - s_{n_{\ell}}(b) < \frac{1}{2^\ell}
\]
and hence also
\[
0 \leq \sum_{\ell=1}^{\infty} (g(x) - s_{n_{\ell}}(x)) \leq \sum_{\ell=1}^{\infty} \frac{1}{2^\ell} = 1 \quad \text{for} \quad x \in [a, b].
\]
Repeating the considerations from part a) with \( \{g_k\} \) replaced by \( \{g(x) - s_{n_{\ell}}(x)\} \) we deduce that the series \( \sum_{\ell=1}^{\infty} (g'(x) - s'_{n_{\ell}}(x)) \) is convergent for almost all \( x \in [a, b] \). In particular,
\[
\lim_{\ell \to \infty} (g'(x) - s'_{n_{\ell}}(x)) = 0 \quad \text{for almost all} \quad x \in [a, b].
\]
Naturally, this could not be true if the inequality in \((2.5.16)\) was strict. Consequently,

\[
f'(x) = (f(x) - f(a))' = g'(x) = \sum_{k=1}^{\infty} g'_k(x) = \sum_{k=1}^{\infty} (f_k(x) - f(a))' = \sum_{k=1}^{\infty} f'_k(x)
\]

for almost all \(x \in [a, b]\).

This completes the proof. \(\square\)

2.5.5 Theorem. Every step function on \([a,b]\) is singular on \([a,b]\).

Proof. Let \(f\) be a step function on \([a,b]\). If \(f \in S([a,b])\), the statement of the theorem is obvious. Otherwise, \(f\) has the form \((2.5.3)\) and \((2.5.2)\) holds. Define

\[
v_a(x) = \begin{cases} 0 & \text{if } x = a, \\ |c_0| & \text{if } x > a, \end{cases} \quad v_b(x) = \begin{cases} 0 & \text{if } x < b, \\ |d| & \text{if } x = b, \end{cases}
\]

and

\[
v_k(x) = \begin{cases} 0 & \text{if } x < s_k, \\ |d_k| & \text{if } x = s_k, \\ |c_k| + |d_k| & \text{if } x > s_k \end{cases}
\]

and \(k \in \mathbb{N}\).

All these functions are nondecreasing on \([a,b]\),

\[
v'_a(x) = 0 \text{ for } x \neq a, \quad v'_b(x) = 0 \text{ for } x \neq b,
\]

\[
v'_k(x) = 0 \text{ for } k \in \mathbb{N} \text{ and } x \neq s_k.
\]

Moreover, by \((2.5.2)\) we have

\[
\sum_{k=1}^{\infty} |v_k(x)| \leq \sum_{k=1}^{\infty} (|c_k| + |d_k|) < \infty \quad \text{for } x \in [a,b].
\]

Thus, the series \(\sum_{k=1}^{\infty} v_k(x)\) is absolutely convergent for each \(x \in [a,b]\) and the function

\[
v(x) = v_a(x) + \sum_{k=1}^{\infty} v_k(x) + v_b(x)
\]

is well defined for each \(x \in [a,b]\). In view of Theorem \(2.5.4\) we have

\[
v'(x) = v'_a(x) + \sum_{k=1}^{\infty} v'_k(x) + v'_b(x) = 0 \text{ for almost all } x \in [a,b].
\]
Now, since
\[
\left| \frac{f(x) - f(y)}{x - y} \right| \leq \left| \frac{v(x) - v(y)}{x - y} \right|
\]
holds for all \( x, y \in [a, b] \) such that \( x \neq y \), it follows easily that \( f'(x) = 0 \) for almost all \( x \in [a, b] \).

2.5.6 Remark. A well-known example of a continuous, nondecreasing and singular function is the so-called Cantor function; see e.g. [43], pages 14–15.

Next two assertions are interesting in the context of Remark 2.1.18 and Lemma 2.1.19.

2.5.7 Proposition. Let \( f \) be a step function on \([a, b]\) and let \( g \in BV([a, b]) \) be continuous on \([a, b]\). Then \( \var_a^b (f + g) = \var_a^b f + \var_a^b g \).

Proof. We will verify that the assumptions of Lemma 2.1.19 are satisfied.

Let \( f \) be given as in Definition 2.5.2, where \( K = \mathbb{N} \) and \( D = \{s_k\} \) is the set of discontinuity points of \( f \) in \((a, b)\). By Theorem 2.5.3, we have
\[
|\Delta^+ f(a)| + \sum_{k=1}^\infty (|\Delta^- f(s_k)| + |\Delta^+ f(s_k)|) + |\Delta^- f(b)| = \var_a^b f < \infty.
\]
Let \( \varepsilon > 0 \) be given and let \( n \in \mathbb{N} \) be such that
\[
|\Delta^+ f(a)| + \sum_{k=1}^n (|\Delta^- f(s_k)| + |\Delta^+ f(s_k)|) + |\Delta^- f(b)| > \var_a^b f - \frac{\varepsilon}{2}.
\]
Let \( x_0, x_1, \ldots, x_n, x_{n+1} \) be such that
\[
\{s_k\}_{k=1}^n = \{x_k\}_{k=1}^n \text{ and } a = x_0 < x_1 < \cdots < x_n < x_{n+1} = b.
\]
Further, choose points \( a_k, b_k, k \in \{0, 1, \ldots, n, n+1\} \), in such a way that
\[
a = x_0 = a_0 < b_0 < a_1 < x_1 < b_1 < \cdots < a_n < x_n < b_n < a_{n+1} = x_{n+1} = b_{n+1} = b,
\]
\[
|f(b_k) - f(x_k)| > |\Delta^+ f(x_k)| - \frac{\varepsilon}{4(n+2)} \quad \text{for } k \in \{0, 1, \ldots, n\}
\]
and
\[
|f(x_k) - f(a_k)| > |\Delta^- f(x_k)| - \frac{\varepsilon}{4(n+2)} \quad \text{for } k \in \{1, \ldots, n, n+1\}.
\]
Furthermore, as \( v_g(x) = \var_a^x g \) is continuous on \([a, b]\) by Corollary 2.3.4, we can also assume that
\[
v_g(b_k) - v_g(a_k) < \frac{\varepsilon}{n + 2} \quad \text{for all } k \in \{0, \ldots, n+1\}.
\]
To summarize, we have
\[ \sum_{k=0}^{n+1} \text{var}_{a_k} b_k g < \varepsilon \]
and
\[ \sum_{k=0}^{n+1} \text{var}_{a_k} b_k f \geq \sum_{k=0}^{n+1} \left( |f(b_k) - f(x_k)| + |f(x_k) - f(a_k)| \right) > \sum_{k=0}^{n+1} \left( |\Delta^+ f(x_k)| + |\Delta^- f(x_k)| - \frac{\varepsilon}{2(n+2)} \right) > \text{var}_{a} b f - \varepsilon. \]

Thus, the assumptions of Lemma 2.1.19 and the proof is complete. \(\square\)

### 2.6 Jordan decomposition of a function of bounded variation

**2.6.1 Theorem.** For each \( f \in \text{BV}([a, b]) \) there are \( f_1 \in \text{BV}([a, b]) \cap \text{C}([a, b]) \) and \( f_2 \in \text{B}([a, b]) \) such that \( f = f_1 + f_2 \) on \([a, b]\).

If \( f = \tilde{f}_1 + \tilde{f}_2 \) is another decomposition with \( \tilde{f}_1 \in \text{C}([a, b]) \cap \text{BV}([a, b]) \) and \( \tilde{f}_2 \in \text{B}([a, b]) \), then the functions \( f_1 - \tilde{f}_1 \) and \( f_2 - \tilde{f}_2 \) are constant on \([a, b]\).

**Proof.** a) Let \( D \) be the set of all discontinuity points of \( f \) in the open interval \((a, b)\). The set \( D \) contains at most countably many points, i.e.,

\[ D = \{ s_k \in (a, b) : k \in K \}, \quad \text{where } K = \{1, \ldots, m\} \text{ for some } m \in \mathbb{N} \text{ or } K = \mathbb{N}. \]

Define

\[
\begin{align*}
f_2(x) &= f(a) + \Delta^+ f(a) \chi_{(a,b]}(x) \\
&\quad + \sum_{k \in K} \left( \Delta^+ f(s_k) \chi_{(s_k,b]}(x) + \Delta^- f(s_k) \chi_{[s_k,b]}(x) \right) \\
&\quad + \Delta^- f(b) \chi_{[b]}(x) \quad \text{for } x \in [a, b].
\end{align*}
\]

(2.6.1)

By Corollary 2.3.8 we have

\[
|\Delta^+ f(a)| + \sum_{k \in K} \left( |\Delta^+ f(s_k)| + |\Delta^- f(s_k)| \right) + |\Delta^- f(b)| \leq \text{var}_{a} b f < \infty
\]

and thus \( f_2 \in \text{B}([a, b]) \). Further, using (2.5.9) we get

\[
\Delta^+ f_2(t) = \Delta^+ f(t) \quad \text{and} \quad \Delta^- f_2(s) = \Delta^- f(s)
\]

for \( t \in [a, b] \) and \( s \in (a, b] \).

(2.6.2)
Hence

\[(f(t^+) - f_2(t^+)) - (f(t) - f_2(t)) = \Delta^+ f(t) - \Delta^+ f_2(t) = 0 \text{ for } t \in [a, b]\]

and

\[(f(s) - f_2(s)) - (f(s-) - f_2(s-)) = \Delta^- f(s) - \Delta^- f_2(s) = 0 \text{ for } s \in (a, b].\]

Thus, the function \(f_1 = f - f_2\) is continuous on \([a, b]\) and \(f = f_1 + f_2\) on \([a, b]\).

b) Let \(f = \tilde{f}_1 + \tilde{f}_2\) where \(\tilde{f}_1 \in C([a, b]) \cap \text{BV}([a, b])\) and \(\tilde{f}_2 \in \text{B}([a, b])\). Then the relations

\[0 = \Delta^+ \tilde{f}_1(t) = (f(t^+) - \tilde{f}_2(t^+)) - (f(t) - \tilde{f}_2(t)) = \Delta^+ f(t) - \Delta^+ \tilde{f}_2(t)\]

and

\[0 = \Delta^- \tilde{f}_1(s) = (f(s) - \tilde{f}_2(s)) - (f(s-) - \tilde{f}_2(s-)) = \Delta^- f(s) - \Delta^- \tilde{f}_2(s)\]

hold for all \(t \in [a, b]\) and \(s \in (a, b]\). Using (2.6.2), we see that

\[
\begin{align*}
\Delta^+ \tilde{f}_2(t) &= \Delta^+ f_2(t) = \Delta^+ f(t) \quad \text{for } t \in [a, b] \\
\Delta^- \tilde{f}_2(s) &= \Delta^- f_2(s) = \Delta^- f(s) \quad \text{for } s \in (a, b].
\end{align*}
\]

Since \(\tilde{f}_2\) is a step function whose discontinuities are contained in \(D\), there exist real numbers \(\tilde{c}, \tilde{c}_0, \tilde{d}\) and sequences \(\{\tilde{c}_k\}, \{\tilde{d}_k\}\) such that

\[
\tilde{f}_2(x) = \tilde{c} + \tilde{c}_0 \chi_{(a, b]}(x) + \sum_{k \in \mathbb{K}} \left( \tilde{c}_k \chi_{(s_k, b]}(x) + \tilde{d}_k \chi_{[s_k, b]}(x) \right) + \tilde{d} \chi_{[b]}(x)
\]

for all \(x \in [a, b]\), where

\[
\sum_{k \in \mathbb{K}} (|\tilde{c}_k| + |\tilde{d}_k|) < \infty,
\]

\[
\Delta^+ \tilde{f}_2(s_k) = \tilde{c}_k \text{ for } k \in \mathbb{N}, \quad \Delta^+ \tilde{f}_2(a) = \tilde{c}_0,
\]

\[
\Delta^- \tilde{f}_2(s_k) = \tilde{d}_k \text{ for } k \in \mathbb{N}, \quad \Delta^- \tilde{f}_2(b) = \tilde{d}.
\]

Using (2.6.3), we have

\[
\tilde{f}_2(x) = (\tilde{c} - f(a)) + f_2(x) \quad \text{for } x \in [a, b].
\]
It follows that on the whole interval \([a, b]\), \(\tilde{f}_2 - f_2\) is equal to the constant \(\varkappa := \tilde{c} - f(a)\). Hence also

\[
f_1(x) - \tilde{f}_1(x) = (f(x) - f_2(x)) - (f(x) - \tilde{f}_2(x)) = \tilde{f}_2(x) - f_2(x) = \varkappa \quad \text{for} \ x \in [a, b].
\]

2.6.2 Remark. By Theorem [2.6.1] every function of bounded variation can be decomposed into the sum of a continuous function and a step function. Such a decomposition is called the Jordan decomposition of a function of bounded variation.

2.6.3 Definition. Every function \(f_2\) assigned to \(f\) by Theorem [2.6.1] is called the jump part of the function \(f\). The difference \(f - f_2\) is called the continuous part of the function \(f\). The jump part and the continuous part of the function \(f\) are usually denoted by \(f^B\) and \(f^C\), respectively.

2.6.4 Exercises. Let \(\{f_n\}\) be a sequence of functions with bounded variations on \([a, b]\) and let \(\{f_n^C\}\) and \(\{f_n^B\}\) be the sequences of continuous and jump parts of \(\{f_n\}\), respectively.

(i) Show that \(\var{b}{a} f_n = \var{b}{a} f_n^C + \var{b}{a} f_n^B\) for each \(n \in \mathbb{N}\).

(ii) Prove that \(\lim_{n \to \infty} \var{b}{a} f_n = 0\) if and only if

\[
\lim_{n \to \infty} (\var{a}{b} f_n^C) = \lim_{n \to \infty} (\var{a}{b} f_n^B) = 0.
\]

For dealing with step functions, it is useful to know that every step function may be approximated in the norm of the space \(BV([a, b])\) by finite step functions. This is the content of the following lemma, which will be particularly useful in Chapter 6.

2.6.5 Lemma. For each step function \(f \in B([a, b])\) there is a sequence \(\{f_n\} \subset S([a, b])\) of finite step functions such that

\[
\lim_{n \to \infty} \|f - f_n\|_{BV} = 0. \quad (2.6.4)
\]

Proof. Let \(f \in B([a, b])\). If the set \(D\) of its discontinuity points in \((a, b)\) is finite, then \(f \in S([a, b])\) and the assertion of the lemma is obvious. Therefore assume that \(D = \{s_k\}\) is a non-repeating infinite sequence. By Theorem [2.3.6] and Corollary [2.3.8] the series

\[
\sum_{k=1}^{\infty} \left( \Delta^+ f(s_k) \chi_{(s_k, b]}(x) + \Delta^- f(s_k) \chi_{[s_k, b]}(x) \right) \quad (2.6.5)
\]
is absolutely convergent for $x \in [a, b]$. Therefore (cf. (2.5.3) and (2.5.9))

$$
f(x) = f(a) + \Delta^+ f(a) \chi_{[a,b]}(x)
+ \sum_{k=1}^{\infty} \left( \Delta^+ f(s_k) \chi_{(s_k,b]}(x) + \Delta^- f(s_k) \chi_{[s_k,b)}(x) \right)
+ \Delta^- f(b) \chi_{[b]}(x) \quad \text{for } x \in [a, b].
$$

(2.6.6)

Define

$$
f_n(x) = f(a) + \Delta^+ f(a) \chi_{[a,b]}(x)
+ \sum_{k=1}^{n} \left( \Delta^+ f(s_k) \chi_{(s_k,b]}(x) + \Delta^- f(s_k) \chi_{[s_k,b)}(x) \right)
+ \Delta^- f(b) \chi_{[b]}(x) \quad \text{for } x \in [a, b] \text{ and } n \in \mathbb{N}.
$$

(2.6.7)

Then $f_n \in S([a, b])$ for each $n \in \mathbb{N}$. Moreover, for each $n \in \mathbb{N}$ we have

$$
f(a) = f_n(a),
$$

(2.6.8)

and

$$
f(x) - f_n(x) = \sum_{k=n+1}^{\infty} \left( \Delta^+ f(s_k) \chi_{(s_k,b]}(x) + \Delta^- f(s_k) \chi_{[s_k,b)}(x) \right) \quad \text{for } x \in [a, b].
$$

Now, by Theorem 2.5.3 we have

$$
\operatorname{var}_b^a(f - f_n) = \sum_{k=n+1}^{\infty} (|\Delta^- f(s_k)| + |\Delta^+ f(s_k)|).
$$

(2.6.9)

Since the right hand side of (2.6.9) is the remainder of an absolutely convergent series, it converges to 0 as $n \to \infty$. This means that $\lim_{n \to \infty} \operatorname{var}_a^b(f - f_n) = 0$ and hence (2.6.4) holds due to (2.6.8). This completes the proof. \qed

## 2.7 Pointwise convergence

### 2.7.1 Example. Consider again the functions

$$
f_n(x) = \begin{cases} 
0 & \text{if } 0 \leq x \leq \frac{1}{n}, \\
x \sin \left( \frac{\pi}{x} \right) & \text{if } \frac{1}{n} \leq x \leq 2
\end{cases}
\quad \text{for } n \in \mathbb{N}
$$

and

$$
f(x) = \begin{cases} 
0 & \text{if } x = 0, \\
x \sin \left( \frac{\pi}{x} \right) & \text{if } x > 0.
\end{cases}
$$
From Example 2.1.15 we know that \( \var^2_{0} f_n < \infty \) for each \( n \in \mathbb{N} \). It can be easily verified that \( \{f_n\} \) converges to \( f \) uniformly on \([0, 2]\), while by Example 2.1.10 \( f \) has unbounded variation on \([0, 2]\).

The previous example shows that the limit of bounded variation functions need not have bounded variation even if the convergence is uniform. On the other hand, the following theorem shows that uniform boundedness of variations of \( f_n \) together with the pointwise convergence \( f_n \to f \) already guarantee that the limit function \( f \) has bounded variation. (Notice that, using the argument from Example 2.1.10, it is possible to show that the sequence \( \{f_n\} \) from Examples 2.1.15 and 2.7.1 satisfies \( \lim_{n \to \infty} \var^2_{0} f_n = \infty \), and therefore \( \sup_{n \in \mathbb{N}} \var^2_{0} f_n = \infty \).)

2.7.2 Theorem. Let \( f : [a, b] \to \mathbb{R} \) be given and let \( \{f_n\} \) be a sequence of functions such that

\[
\var^b_a f_n \leq \varkappa < \infty \quad \text{for each} \quad n \in \mathbb{N}, \quad \text{and} \quad \lim_{n \to \infty} f_n(x) = f(x) \quad \text{for} \quad x \in [a, b].
\]

Then \( \var^b_a f \leq \varkappa \).

Proof. Given an arbitrary \( \alpha \in D[a, b] \), we have

\[
V(f, \alpha) = \lim_{n \to \infty} V(f_n, \alpha) \leq \varkappa.
\]

Consequently, \( \var^b_a f \leq \varkappa \). \( \square \)

2.7.3 Exercise. Let

\[
f(x) = \begin{cases} 2^{-k} & \text{if} \ x = \frac{1}{k+1} \text{for some} \ k \in \mathbb{N}, \\ 0 & \text{otherwise}. \end{cases}
\]

Prove that \( f \in \text{BV}([0, 1]) \).

We now formulate and prove Helly’s Choice Theorem, which will be useful e.g. in the proof of compactness of certain operators defined on the space \( \text{BV}([a, b]) \). The theorem states that every sequence of functions with uniformly bounded variations has a subsequence which is pointwise convergent to a function of bounded variation.

2.7.4 Theorem (Helly’s Choice Theorem). Let \( \{f_n\} \subset \text{BV}([a, b]), \ \varkappa \in \mathbb{R}, \ |f_n(a)| \leq \varkappa \) and \( \var^b_a f_n \leq \varkappa \) for all \( n \in \mathbb{N} \).

Then there exist a function \( f \in \text{BV}([a, b]) \) and a subsequence \( \{n_k\} \) of \( \mathbb{N} \) such that

\[
|f(a)| \leq \varkappa, \quad \var^b_a f \leq \varkappa \quad \text{and} \quad \lim_{k \to \infty} f_{n_k}(x) = f(x) \quad \text{for} \quad x \in [a, b].
\]
To prove Theorem 2.7.4 we need the following two assertions.

**Assertion 1.** Let $|f_n(x)| \leq M < \infty$ for all $x \in [a, b]$ and all $n \in \mathbb{N}$. Then for any countable subset $P$ of $[a, b]$, there is a subsequence $\{n_k\}$ of $\mathbb{N}$ such that $\lim_{k \to \infty} f_{n_k}(p)$ exists and is finite for all $p \in P$.

**Proof.** Let $P = \{p_k\}$. We have $|f_n(p_k)| \leq M < \infty$ for all $n, k \in \mathbb{N}$. Hence, by the Bolzano-Weierstrass theorem, there is a sequence $\{n_{k,1} : k \in \mathbb{N}\}$ and a number $q_1 \in \mathbb{R}$ such that

$$\lim_{k \to \infty} f_{n_{k,1}}(p_1) = q_1.$$  

Similarly, there are $\{f_{n_{k,2}} : k \in \mathbb{N}\} \subset \{f_{n_{k,1}} : k \in \mathbb{N}\}$ and $q_2 \in \mathbb{R}$ such that

$$\lim_{k \to \infty} f_{n_{k,2}}(p_2) = q_2 \in \mathbb{R}, \text{ and } \lim_{k \to \infty} f_{n_{k,2}}(p_1) = q_1 \in \mathbb{R}.$$

In this way, for each $j \in \{2, 3, \ldots\}$ we can find a sequence $\{f_{n_{k,j}} : k \in \mathbb{N}\} \subset \{f_{n_{k,j-1}} : k \in \mathbb{N}\}$ and a number $q_j \in \mathbb{R}$ such that

$$\lim_{k \to \infty} f_{n_{k,j}}(p\ell) = q\ell \in \mathbb{R} \text{ for all } \ell \in \{1, \ldots, j\}.$$  

Put $f_{n_k} = f_{n_{k,k}}$ for $k \in \mathbb{N}$. Then

$$\lim_{k \to \infty} f_{n_k}(p_j) = q_j \in \mathbb{R} \text{ for } j \in \mathbb{N}. \qed$$

**Assertion 2.** Let functions $f_n$, $n \in \mathbb{N}$, be nondecreasing on $[a, b]$ and let $M \in [0, \infty)$ be such that $||f_n||_\infty \leq M$ for all $n \in \mathbb{N}$. Then there is a subsequence $\{n_k\}$ of $\mathbb{N}$ and a nondecreasing function $f : [a, b] \to \mathbb{R}$ such that

$$\lim_{k \to \infty} f_{n_k}(x) = f(x) \text{ for } x \in [a, b].$$

**Proof.** Let $P = (\mathbb{Q} \cap (a, b)) \cup \{a\} \cup \{b\}$ be the set of all rational numbers from the open interval $(a, b)$ together with the points $a$, $b$. Then $P$ is countable and $|a, b| \setminus P \subset (a, b)$. By Assertion 1 there is a subsequence $\{n_k\} \subset \mathbb{N}$ and a function $\varphi : P \to \mathbb{R}$ such that

$$\lim_{k \to \infty} f_{n_k}(p) = \varphi(p) \text{ for } p \in P.$$  

Obviously, $\varphi(p') \leq \varphi(p'')$ if $p', p'' \in P$ and $p' \leq p''$. Furthermore, define

$$\varphi(x) = \sup_{p \in P \cap (a, x)} \varphi(p) \text{ for } x \in (a, b) \setminus P.$$
The function \( \varphi \) is nondecreasing on \([a, b]\) and
\[
\varphi(x) = \lim_{p \to x \atop p \in P} \varphi(p) \quad \text{for } x \in (a, b) \setminus P.
\]
We will show that
\[
\lim_{k \to \infty} f_{n_k}(x_0) = \varphi(x_0) \tag{2.7.1}
\]
whenever \( x_0 \in (a, b) \) and \( \varphi \) is continuous at \( x_0 \). Indeed, assume that \( x_0 \in (a, b) \) is a continuity point of \( \varphi \) and let an arbitrary \( \varepsilon > 0 \) be given. Then there is a \( \delta_\varepsilon > 0 \) such that
\[
\varphi(x_0) - \varepsilon < \varphi(x) < \varphi(x_0) + \varepsilon \quad \text{for all } x \in (x_0 - \delta_\varepsilon, x_0 + \delta_\varepsilon).
\]
Further, let us choose \( r' \in P \cap (x_0 - \delta_\varepsilon, x_0) \) and \( r'' \in P \cap (x_0, x_0 + \delta_\varepsilon) \) arbitrarily. Then
\[
\varphi(x_0) - \varepsilon < \varphi(r') \leq \varphi(x_0) \leq \varphi(r'') < \varphi(x_0) + \varepsilon.
\]
Moreover, there is a \( k_\varepsilon \) such that
\[
\varphi(r') - \varepsilon < f_{n_k}(r') < \varphi(r') + \varepsilon
\]
and
\[
\varphi(r'') - \varepsilon < f_{n_k}(r'') < \varphi(r'') + \varepsilon
\]
for all \( k \geq k_\varepsilon \). Hence, for each \( k \geq k_\varepsilon \) we have
\[
\varphi(x_0) - 2\varepsilon < \varphi(r') - \varepsilon < f_{n_k}(r') \leq f_{n_k}(x_0) \\
\leq f_{n_k}(r'') < \varphi(r'') + \varepsilon < \varphi(x_0) + 2\varepsilon.
\]
Thus, (2.7.1) is true.

To summarize, we have proved that if \( D \) is the set of all discontinuity points of the function \( \varphi \) in \((a, b)\), then
\[
\lim_{k \to \infty} f_{n_k}(x) = \varphi(x) \quad \text{for } x \in [a, b] \setminus D.
\]
By Theorem 2.3.2, the set \( D \) is countable. Thus, we can use once more Assertion 1 to prove that there is a subsequence
\[
\{f_{n_{k_\ell}} : \ell \in \mathbb{N}\} \subset \{f_{n_k} : k \in \mathbb{N}\}
\]
of \( \{f_{n_k}\} \) which has a limit \( \psi(x) \in \mathbb{R} \) for each \( x \in D \). Now, define
\[
f(x) = \begin{cases} 
\varphi(x), & \text{if } x \in [a, b] \setminus D, \\
\psi(x), & \text{if } x \in D.
\end{cases}
\]
Then
\[
\lim_{\ell \to \infty} f_{n\ell}(x) = f(x) \quad \text{for } x \in [a, b],
\]
and \( f \) is nondecreasing on \([a, b]\) because it is the pointwise limit of a sequence of nondecreasing functions. The proof of Assertion 2 is complete. \( \square \)

**Proof of Theorem 2.7.4**

For given \( n \in \mathbb{N} \) and \( x \in [a, b] \), let
\[
g_n(x) = \var_{a} f_n \quad \text{and} \quad h_n(x) = g_n(x) - f_n(x).
\]
For each \( n \in \mathbb{N} \) we have \( f_n = g_n - h_n \) and the functions \( g_n, h_n \) with \( n \in \mathbb{N} \) are nondecreasing on \([a, b]\) (see Exercise 2.1.22). Furthermore,
\[
\|g_n\|_{\infty} \leq \var_{a} f_n \leq \kappa \quad \text{and} \quad \|h_n\|_{\infty} \leq \|f_n\|_{\infty} + \|g_n\|_{\infty} \leq 3 \kappa \quad \text{for } n \in \mathbb{N}.
\]
By Assertion 2, there exist functions \( g, h \in BV([a, b]) \) and a sequence \( \{n_k\} \subset \mathbb{N} \) such that
\[
\|g\|_{\infty} \leq \kappa, \quad \|h\|_{\infty} \leq 2 \kappa, \quad \var_{a} g \leq \kappa, \quad \var_{a} h \leq 2 \kappa,
\]
\[
\lim_{k \to \infty} g_{n_k}(x) = g(x) \quad \text{and} \quad \lim_{k \to \infty} h_{n_k}(x) = h(x) \quad \text{for all } x \in [a, b].
\]
Denote \( f = g - h \). Then
\[
\lim_{k \to \infty} f_{n_k}(x) = \lim_{k \to \infty} \left( g_{n_k}(x) - h_{n_k}(x) \right) = g(x) - h(x) = f(x)
\]
for all \( x \in [a, b] \). Obviously, \( |f(a)| \leq \kappa \). Finally, Theorem 2.7.2 implies that \( \var_{a} f \leq \kappa \). This completes the proof. \( \square \)

### 2.8 Variation on elementary sets

First, motivated by Definition 6.1 from [14], we introduce the definition of the variation over arbitrary intervals.

**2.8.1 Definition.** Let \( J \) be a bounded interval in \( \mathbb{R} \). We say that a finite set
\[
\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_{\nu(\alpha)}\} \subset J
\]
is a **generalized division of \( J \)** if \( \alpha_0 < \alpha_1 < \cdots < \alpha_{\nu(\alpha)} \).

The set of all generalized divisions of the interval \( J \) is denoted by \( \mathscr{D}^{*}(J) \).
Let \( f : [a, b] \to \mathbb{R} \) and let \( J \) be an arbitrary subinterval of \([a, b]\). Then we define the variation of \( f \) on \( J \) by

\[
\text{var}(f, J) = \sup \left\{ \sum_{j=1}^{\nu(\alpha)} |f(\alpha_j) - f(\alpha_{j-1})| : \alpha \in \mathcal{D}^*(J) \right\}.
\]

We say that \( f \) is of bounded variation on \( J \) if \( \text{var}(f, J) < \infty \). In such a case, we write \( f \in \text{BV}(J) \). We also set \( \text{var}(f, \emptyset) = 0 \) and \( \text{var}(f, [c]) = 0 \) for \( c \in [a, b] \).

2.8.2 Remark. It is easy to see that Definition 2.8.1 coincides with the definition of the variation in the sense of Definition 2.1.1 if \( J \) is a compact interval; that is, for \( f : [a, b] \to \mathbb{R} \) and \( J = [c, d] \subset [a, b] \), we have \( \text{var}(f, J) = \text{var}^d_c f \). For this reason, in the case of a compact interval \( J \), we may always restrict ourselves to divisions containing the endpoints of \( J \).

Moreover, it is easy to see that if \( J \) is a bounded interval and \( f \in \text{BV}(J) \), then \( f \) is bounded on \( J \).

The next proposition follows immediately from Definition 2.8.1.

2.8.3 Proposition. Let \( f : [a, b] \to \mathbb{R} \) and let \( J_1 \) and \( J_2 \) be subintervals of \([a, b]\) such that \( J_2 \subset J_1 \). Then \( \text{var}(f, J_2) \leq \text{var}(f, J_1) \).

In particular, if \( J \) is a subinterval of \([a, b]\) and \( f \in \text{BV}(J) \), then \( f \in \text{BV}(I) \) for every interval \( I \subset J \).

The next theorem presents formulas for the variation over half-open and open intervals.

2.8.4 Theorem. Let \( f : [a, b] \to \mathbb{R} \) and \( c, d \in [a, b] \), with \( c < d \).

(i) If \( f \in \text{BV}([c, d]) \), then

\[
\text{var}(f, [c, d]) = \lim_{\delta \to 0^+} \text{var}^{d-\delta} f = \sup_{t \in [c, d]} \text{var}^t_c f.
\]

(ii) If \( f \in \text{BV}((c, d]) \), then

\[
\text{var}(f, (c, d]) = \lim_{\delta \to 0^+} \text{var}^{d}_c f = \sup_{t \in (c, d]} \text{var}^t_c f.
\]

(iii) If \( f \in \text{BV}((c, d)) \), then

\[
\text{var}(f, (c, d)) = \lim_{\delta \to 0^+} \text{var}^{d-\delta}_c f.
\]
Proof. We prove only the assertion (i); the other ones follow in a similar way.

For a fixed $\delta > 0$, consider a division $\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_{\nu(\alpha)}\}$ of $[c, d - \delta]$. Of course, $\alpha$ is also a generalized division of $[c, d)$ and hence

$$\sum_{j=1}^{\nu(\alpha)} |f(\alpha_j) - f(\alpha_{j-1})| \leq \text{var}(f, [c, d]).$$

Thus, taking the supremum over all divisions of $[c, d - \delta]$, we get

$$\text{var}_{c}^{d-\delta} f \leq \text{var}(f, [c, d]).$$

Since this inequality holds for every $\delta > 0$, it follows that

$$M := \sup_{t \in [c, d)} \text{var}_{t}^{d} f = \lim_{\delta \to 0^+} \text{var}_{c}^{d-\delta} f \leq \text{var}(f, [c, d]).$$

Now, assume that $M < \text{var}(f, [c, d])$. Then, for $\varepsilon = \text{var}(f, [c, d]) - M$, there exists a generalized division $\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_{\nu(\alpha)}\}$ of $[c, d)$ such that

$$M = \text{var}(f, [c, d]) - \varepsilon < \sum_{j=1}^{\nu(\alpha)} |f(\alpha_j) - f(\alpha_{j-1})| \leq \text{var}_{c}^{\nu(\alpha)} f \leq M,$$

a contradiction. This completes the proof of (i).

Dealing with functions taking values in a metric space, Chistyakov presents in [21] an extensive study of the properties of the variation over subsets of the real line. Here, we call the reader’s attention to a particular result (see [21], Corollary 4.7) connecting the variation over arbitrary intervals and the usual variation over a compact interval. This will be the content of Theorem 2.8.6, whose proof is included for the sake of completeness. To this aim, the next lemma will be useful.

2.8.5 Lemma. Let $f : [a, b] \to \mathbb{R}$, $a \leq c < d \leq b$ and $f \in \text{BV}((c, d))$. Then both the limits $f(c^+)$ and $f(d^-)$ exist.

Proof. Let $\varepsilon > 0$ and an increasing sequence $\{t_n\} \subset (c, d)$ tending to $d$ be given. By Theorem 2.8.4(iii) there is $\delta > 0$ such that

$$0 < \text{var}(f, (c, d)) - \text{var}_{c+\delta}^{d-\delta} f < \varepsilon.$$

Choose $n_0 \in \mathbb{N}$ in such a way that $t_n > d - \delta$ for every $n \geq n_0$. Therefore, for $n > m \geq n_0$, we have

$$|f(t_n) - f(t_m)| \leq \text{var}_{t_m}^{t_n} f = \text{var}_{c+\delta}^{t_m} f - \text{var}_{c+\delta}^{t_n} f \leq \text{var}(f, (c, d)) - \text{var}_{c+\delta}^{d-\delta} f < \varepsilon,$$

wherefrom the existence of the limit $f(d^-)$ follows immediately.

The existence of the limit $f(c^+)$ can be proved analogously. \qed
2.8.6 Theorem. Let $f : [a, b] \to \mathbb{R}$ and $a \leq c < d \leq b$.

(i) If $f \in BV([c, d))$, then $f(d-)$ exists and
\[ \var^d_c f = \var (f, [c, d)) + |\Delta^- f(d)|. \]

(ii) If $f \in BV((c, d])$, then $f(c+)$ exists and
\[ \var^d_c f = \var (f, (c, d]) + |\Delta^+ f(c)|. \]

(iii) If $f \in BV((c, d))$, then both the limits $f(c+)$ and $f(d-)$ exist and
\[ \var^d_c f = \var (f, (c, d]) + |\Delta^+ f(c)| + |\Delta^- f(d)|. \]

Proof. The existence of all the limits follows from Lemma 2.8.5.

Assume that $f \in BV([c, d))$. Let $\varepsilon > 0$ and
\[ \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_{m+1}\} \in \mathcal{D}[c, d] \]
be given. We can choose $\xi \in [c, d)$ in such a way that
\[ \alpha_m < \xi < d \quad \text{and} \quad |f(d-) - f(\xi)| < \varepsilon. \]

Consequently,
\[ \sum_{j=1}^{m+1} |f(\alpha_j) - f(\alpha_{j-1})| \]
\[ \leq \sum_{j=1}^{m} |f(\alpha_j) - f(\alpha_{j-1})| + |f(\xi) - f(\alpha_m)| + |f(d-) - f(\xi)| + |\Delta^- f(d)| \]
\[ < \var \xi f + \varepsilon + |\Delta^- f(d)| \leq \var (f, [c, d)) + \varepsilon + |\Delta^- f(d)|. \]

As $\alpha \in \mathcal{D}[c, d]$ and $\varepsilon > 0$ were chosen arbitrarily, we conclude that
\[ \var^d_c f \leq \var (f, [c, d)) + |\Delta^- f(d)|. \quad \text{(2.8.1)} \]

On the other hand, for any $\delta > 0$ we have
\[ |f(d) - f(d-\delta)| \leq \var^{d-\delta}_c f = \var^d_c f - \var^{d-\delta}_c f. \]

Hence, letting $\delta \to 0+$ we get
\[ |\Delta^- f(d)| \leq \var^d_c f - \lim_{\delta \to 0^+} \var^{d-\delta}_c f = \var^d_c f - \var (f, [c, d]), \]
wherefrom we conclude that
\[ \var^{c \to d} f \geq \var (f, [c, d]) + |\Delta^- f (d)|. \]
This completes the proof of (i).

Similarly, we can prove the assertions (ii) and (iii). \(\square\)

2.8.7 Corollary. Let \( f : [a, b] \to \mathbb{R} \) and \( c, d \in [a, b] \), with \( c < d \). Then the following assertions are equivalent:

(i) \( f \in \text{BV}([c, d]) \),

(ii) \( f \in \text{BV}((c, d]) \),

(iii) \( f \in \text{BV}([c, d)) \),

(iv) \( f \in \text{BV}((c, d)) \).

2.8.8 Remark. In view of Theorem 2.8.6, we can also observe that for every \( f : [a, b] \to \mathbb{R} \) and \( c \in [a, b] \) we have
\[ \lim_{\delta \to 0^+} \var ^{c+\delta} f = |\Delta^- f (c)| + |\Delta^+ f (c)| \]
provided the one-sided limits exist at the point \( c \) (see Proposition I.2.8 in [59]). Furthermore, by Theorem 2.8.6 if \( f \in \text{BV}([a, b]) \cap C([a, b]) \), then
\[ \var (f, [c, d]) = \var (f, (c, d]) = \var (f, (c, d)) = \var ^{d} f \]
for \( c, d \in [a, b] \) such that \( c < d \).

We now extend the notion of the variation on intervals to elementary sets.

2.8.9 Definition. Let \( E \subset \mathbb{R} \) be bounded. We say that \( E \) is an elementary set if it is a finite union of intervals.

A collection of intervals \( \{J_k : k = 1, \ldots, N\} \) is called a minimal decomposition of \( E \) if \( E = \bigcup_{k=1}^{N} J_k \) and the union \( J_k \cup J_\ell \) is not an interval whenever \( k \neq \ell \).

If \( S \subset \mathbb{R} \), then \( \mathcal{E}(S) \) stands for the set of all elementary subsets of \( S \).

Note that the minimal decomposition of an elementary set is uniquely determined. Moreover, the intervals of such decomposition are pairwise disjoint. Having this in mind, we define the variation over elementary sets as follows.

2.8.10 Definition. Given a function \( f : [a, b] \to \mathbb{R} \) and an elementary subset \( E \) of \([a, b]\), the variation of \( f \) over \( E \) is
\[ \var (f, E) = \sum_{k=1}^{N} \var (f, J_k), \]
where \( \{J_k : k = 1, \ldots, N\} \) is the minimal decomposition of \( E \).
It is worth highlighting that if $f \in \text{BV}([a, b]) \cap C([a, b])$, then $\text{var}(f, \cdot)$ defines a finitely additive measure on $\mathcal{E}([a, b])$. More precisely, we have

$$\text{var}(f, E) \leq \text{var}_a^b f$$

for any $E \in \mathcal{E}([a, b])$.

and

$$\text{var}(f, E_1 \cup E_2) = \text{var}(f, E_1) + \text{var}(f, E_2)$$

whenever $E_1, E_2 \in \mathcal{E}([a, b])$ and $E_1 \cap E_2 = \emptyset$.

2.8.11 Remark. Let us note that e.g. in [43] Definition 2.8.1 is applied also to arbitrary subsets $E$ of $[a, b]$. Unfortunately, such a definition is not convenient for our purposes, as the variation would lose the additivity property even for continuous functions. Indeed, let $a < c < d < b$ and $E = [a, c] \cup [d, b]$. Then, according to such a definition we would have

$$\text{var}(f, E) \geq \text{var}_a^c f + \text{var}_d^b f + |f(d) - f(c)| > \text{var}(f, [a, c]) + \text{var}(f, [d, b])$$

whenever $f(d) \neq f(c)$. This is why for elementary subsets of $[a, b]$ we define the variation in a way different from Gordon’s in [43].
Chapter 3

Absolutely continuous functions

A special case of functions of bounded variation are absolutely continuous functions, which are closely related to the Lebesgue integration theory and which are well-known from Carathéodory’s theory of ordinary differential equations. The integrals contained in this chapter are the Lebesgue ones.

3.1 Definition and basic properties

3.1.1 Definition. A function \( f : [a, b] \rightarrow \mathbb{R} \) is absolutely continuous on the interval \([a, b]\) if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[
\sum_{j=1}^{m} |f(\beta_j) - f(\alpha_j)| < \varepsilon
\]

holds for every finite set of intervals \( \{[\alpha_j, \beta_j] : j = 1, 2, \ldots, m\} \) satisfying

\[
a \leq \alpha_1 < \beta_1 \leq \alpha_2 < \beta_2 \leq \cdots < \beta_{m-1} \leq \alpha_m < \beta_m \leq b
\]

and

\[
\sum_{j=1}^{m} (\beta_j - \alpha_j) < \delta.
\]

The set of functions which are absolutely continuous on \([a, b]\) is denoted by \( \text{AC}([a, b]) \).

3.1.2 Exercise. Prove the statement:

Every Lipschitz function on the interval \([a, b]\) (see Exercise 2.1.8 (iv)) is absolutely continuous on this interval. In particular, if the derivative \( f' \) of the function \( f \) is continuous on \([a, b]\), then \( f \) is absolutely continuous on \([a, b]\).

3.1.3 Theorem. If \( f \) is absolutely continuous on \([a, b]\) and \([c, d] \subset [a, b] \), then \( f \) is absolutely continuous on \([c, d]\), too.

If \( a < c < b \) and \( f \) is absolutely continuous on \([a, c]\) and \([c, b]\), then \( f \) is absolutely continuous on \([a, b]\).

More precisely, \( f' \) is continuous on \((a, b)\) and there are finite limits \( f'(a+) = \lim_{t \to a^+} f'(t) \), \( f'(b-) = \lim_{t \to b^-} f'(t) \) and \( f'(a) = f'(a+) \), \( f'(b) = f'(b-) \).
Proof. The first statement is evident.

So, assume \( c \in (a, b) \), \( f \in AC[a, c] \) and \( f \in AC[c, b] \) and let \( \varepsilon > 0 \) be given. We can choose \( \delta > 0 \) such that

\[
\sum_{j=1}^{m} |f(\beta_j) - f(\alpha_j)| < \frac{\varepsilon}{2}
\]

holds for every system of intervals \( \{[\alpha_j, \beta_j] : j = 1, 2, \ldots, m\} \) such that

\[
a \leq \alpha_1 < \beta_1 \leq \alpha_2 < \beta_2 \ldots < \beta_{m-1} \leq \alpha_m < \beta_m \leq c
\]

and

\[
\sum_{j=1}^{m} (\beta_j - \alpha_j) < \delta.
\] (3.1.3)

Simultaneously

\[
\sum_{j=1}^{p} |f(\delta_j) - f(\gamma_j)| < \frac{\varepsilon}{2}
\]

holds for every system of intervals \( \{[\gamma_j, \delta_j] : j = 1, \ldots, p\} \) such that

\[
c \leq \gamma_1 < \delta_1 \leq \gamma_2 < \delta_2 \ldots < \delta_{p-1} \leq \gamma_p < \delta_p \leq b \quad \text{and} \quad \sum_{j=1}^{p} (\delta_j - \gamma_j) < \delta. \] (3.1.4)

Now, consider a system of intervals \( \{[a_j, d_j] : j = 1, 2, \ldots, n\} \) such that

\[
a \leq a_1 < d_1 \leq a_2 < d_2 \ldots < d_{n-1} \leq a_n < d_n \leq b \quad \text{and} \quad \sum_{j=1}^{n} (d_j - a_j) < \delta. \] (3.1.5)

We may assume that \( c \) does not belong to any of the intervals \( (a_j, d_j), j=1, \ldots, n. \) (If we had \( c \in (a_k, d_k) \) for some \( k \in \{1, \ldots, n\} \), we would divide the interval \([a_k, d_k]\) into the union \([a_k, c] \cup [c, d_k]\) and the new system would again satisfy (3.1.5).) Therefore we can divide the given system \( \{[a_j, d_j] : j = 1, 2, \ldots, n\} \) into the systems

\[
\{[\alpha_j, \beta_j] : j = 1, 2, \ldots, m\} \quad \text{and} \quad \{[\gamma_j, \delta_j] : j = 1, 2, \ldots, p\}
\]

satisfying (3.1.3) and (3.1.4). Thus, the sum \( \sum_{j=1}^{n} |f(d_j) - f(a_j)| \) can be divided into two sums which are both less than \( \frac{\varepsilon}{2} \). As a result,

\[
\sum_{j=1}^{n} |f(d_j) - f(a_j)| < \varepsilon.
\]

This completes the proof. \( \square \)
3.1.4 Example. By Exercise 3.1.2 every function which has a continuous derivative on \((a, b)\) is absolutely continuous on \([a, b]\). A simple example of absolutely continuous function on \([a, b]\) which does not have a continuous derivative on \((a, b)\) is the function

\[
f(x) = \begin{cases} 
  x - a & \text{for } x \in \left[ a, \frac{a+b}{2} \right], \\
  b - x & \text{for } x \in \left[ \frac{a+b}{2}, b \right],
\end{cases}
\]

which is obviously absolutely continuous on the intervals \([a, \frac{a+b}{2}]\) and \([\frac{a+b}{2}, b]\).

By Theorem 3.1.3 this means that \(f\) is absolutely continuous also on \([a, b]\).

3.1.5 Remark. If \(f : [a, b] \to \mathbb{R}, \ K \subset \mathbb{N}\) and if for every \(\varepsilon > 0\) there exists \(\delta > 0\) such that

\[
\sum_{j \in K} |f(\beta_j) - f(\alpha_j)| < \varepsilon
\]

(3.1.6)

holds for every (not necessarily finite) system of intervals \(\{[\alpha_j, \beta_j] \subset [a, b]: j \in K\}\)

satisfying

\[
(\alpha_j, \beta_j) \cap (\alpha_k, \beta_k) = \emptyset \quad \text{for } j \neq k \quad \text{and} \quad \sum_{j \in K} (\beta_j - \alpha_j) < \delta,
\]

(3.1.7)

then the function \(f : [a, b] \to \mathbb{R}\) is, of course, absolutely continuous on \([a, b]\).

The following lemma shows that also the converse implication holds.

3.1.6 Lemma. If \(f \in AC([a, b])\), then for every \(\varepsilon > 0\) there exists \(\delta > 0\) such that the inequality (3.1.6) holds for any (possibly infinite) system

\[
\{[\alpha_j, \beta_j] \subset [a, b]: j \in K\}
\]

of subintervals of the interval \([a, b]\) satisfying (3.1.7).

Proof. Assume \(f \in AC([a, b])\). Obviously, it is sufficient to prove the statement of the lemma for the case when \(K = \mathbb{N}\). Let \(\varepsilon > 0\) be given and let \(\delta > 0\) be determined by Definition 3.1.1 for \(\varepsilon/2\) instead of \(\varepsilon\). Let \(\{[\alpha_j, \beta_j]: j \in \mathbb{N}\}\) be a system of subintervals in \([a, b]\) satisfying (3.1.7). Then for every \(m \in \mathbb{N}\) we have

\[
\sum_{j=1}^{m} (\beta_j - \alpha_j) < \delta, \quad \text{and thus} \quad \sum_{j=1}^{m} |f(\beta_j) - f(\alpha_j)| < \frac{\varepsilon}{2}.
\]
Hence
\[\sum_{j=1}^{\infty} |f(\beta_j) - f(\alpha_j)| = \lim_{m \to \infty} \sum_{j=1}^{m} |f(\beta_j) - f(\alpha_j)| \leq \frac{\varepsilon}{2} < \varepsilon.\]

This completes the proof. \(\square\)

3.1.7 Theorem. Every function which is absolutely continuous on an interval \([a, b]\) has bounded variation on this interval.

Proof. Let \(f \in AC([a, b])\). Choose \(\delta > 0\) such that
\[\sum_{j=1}^{m} |f(d_j) - f(a_j)| < 1\]
holds for every finite system of intervals \(\{[a_j, d_j]: j = 1, 2, \ldots, m\}\) satisfying (3.1.2). Next, choose a division \(\{x_0, x_1, \ldots, x_k\}\) of \([a, b]\) such that
\[0 < x_i - x_{i-1} < \delta \quad \text{for every } i = 1, \ldots, k.\]

Then for every \(i = 1, \ldots, k\) and every division \(\alpha^i = \{\alpha^i_0, \alpha^i_1, \ldots, \alpha^i_{m^i}\}\) of the interval \([x_{i-1}, x_i]\), we have
\[\sum_{j=1}^{m^i} (\alpha^i_j - \alpha^i_{j-1}) = x_i - x_{i-1} < \delta,\]
and consequently (by Theorem 2.1.14)
\[\var^b f = \sum_{i=1}^{k} \var_{x_{i-1}}^{x_i} f = \sum_{i=1}^{k} \sup_{\alpha^i \in \mathcal{D}[x_{i-1}, x_i]} V(f, \alpha^i) \leq k < \infty.\]

3.1.8 Theorem. If \(f, g \in AC([a, b])\), then
\[|f|, f + g, fg, \max\{f, g\}, \min\{f, g\} \in AC([a, b]).\]

If, in addition, \(|f(x)| > 0\) on \([a, b]\), then \(\frac{1}{f} \in AC([a, b]).\)

Proof. Let \(f, g \in AC([a, b])\).

a) \(|f(x)| \leq |f(x) - f(y)| + |f(y)|\) holds for any \(x, y \in [a, b]\). Hence
\[|f(x) - f(y)| \geq ||f(x)| - |f(y)|| \quad \text{for all } x, y \in [a, b]\]
and consequently
\[ \sum_{j=1}^{m} |f(\beta_j)| - |f(\alpha_j)| \leq \sum_{j=1}^{m} |f(\beta_j) - f(\alpha_j)|. \]

This shows that \(|f| \in AC([a, b])\).

b) The statements \( f + g \in AC([a, b]) \) and \( fg \in AC([a, b]) \) follow from the inequalities

\[ |(f(x) + g(x)) - (f(y) + g(y))| \leq |f(x) - f(y)| + |g(x) - g(y)| \]

and

\[ |f(x)g(x) - f(y)g(y)| \leq \|f\| |g(x) - g(y)| + \|g\| |f(x) - f(y)|. \]

c) For any \( x \in [a, b] \) we have

\[ \max\{f(x), g(x)\} = \frac{1}{2} \left( f(x) + g(x) + |f(x) - g(x)| \right) \]

and

\[ \min\{f(x), g(x)\} = \frac{1}{2} \left( f(x) + g(x) - |f(x) - g(x)| \right). \]

Therefore

\[ \max\{f, g\} \in AC([a, b]) \text{ and } \min\{f, g\} \in AC([a, b]) \]

holds as a consequence of a) and b).

d) Finally, if, in addition, \(|f| > 0\) on \([a, b]\), then there exists \( \mu > 0 \) such that \( |f(x)| \geq \mu \) holds for \( x \in [a, b] \). Hence

\[ \left| \frac{1}{f(x)} - \frac{1}{f(y)} \right| \leq \frac{|f(x) - f(y)|}{\mu^2} \]

is true for all \( x, y \in [a, b] \). Now, it is easy to show that \( \frac{1}{f} \in AC([a, b]) \). \( \square \)

We will close this section by stating and proving two further interesting properties of absolutely continuous functions.

3.1.9 Lemma. Let \( f \in AC([a, b]) \) and \( v(x) = \text{var}^x_a f \) for \( x \in [a, b] \). Then \( v \) is also absolutely continuous on \([a, b]\).

Proof. Assume that \( \varepsilon > 0 \) is given and let \( \delta > 0 \) be such that

\[ \sum_{j=1}^{m} |f(d_j) - f(a_j)| < \frac{\varepsilon}{2} \]

is true for every system of intervals \( \{[a_j, d_j] : j = 1, 2, \ldots, m\} \) satisfying (3.1.2).
Let \([\alpha_j, \beta_j], \ j = 1, \ldots, n,\) be an arbitrary system of intervals satisfying (3.1.3) in which \(m = n.\) For any \(j \in \{1, \ldots, m\},\) let \(\alpha^j = \{\alpha^j_0, \alpha^j_1, \ldots, \alpha^j_n\}\) be an arbitrary division of the interval \([\alpha_j, \beta_j].\) Then

\[
\sum_{j=1}^{n} \sum_{i=1}^{n_j} (\alpha^j_i - \alpha^j_{i-1}) = \sum_{j=1}^{n} [\beta_j - \alpha_j] < \delta,
\]

and hence

\[
\sum_{j=1}^{n} V(f, \alpha^j) = \sum_{j=1}^{n} \sum_{i=1}^{n_j} |f(\sigma^j_i) - f(\sigma^j_{i-1})| < \frac{\varepsilon}{2}.
\]

This implies that

\[
\sum_{j=1}^{n} (v(\beta_j) - v(\alpha_j)) = \sum_{j=1}^{n} \var_{\alpha_j} f = \sum_{j=1}^{n} \left( \sup_{\alpha^j \in \mathcal{P}[\alpha_j, \beta_j]} V(f, \alpha^j) \right) \leq \frac{\varepsilon}{2} < \varepsilon.
\]

This completes the proof of the lemma.

3.1.10 Corollary. A function \(f : [a, b] \rightarrow \mathbb{R}\) is absolutely continuous on the interval \([a, b]\) if and only if there exist functions \(f_1, f_2\) which are nondecreasing and absolutely continuous on \([a, b]\) and such that \(f = f_1 - f_2\) on the interval \([a, b].\)

Proof. a) Let \(f = f_1 - f_2\) on \([a, b],\) where \(f_1, f_2\) are absolutely continuous and nondecreasing on \([a, b].\) Then by Theorem 3.1.8 \(f\) is absolutely continuous on \([a, b],\) too.

b) Let \(f \in \text{AC}([a, b]).\) By Theorems 3.1.7 and 2.1.21 there exist such functions \(f_1, f_2\) nondecreasing on \([a, b]\) that \(f = f_1 - f_A.\) By the proof of Theorem 2.1.21 we can set

\[
f_1(x) = \var_{a}^x f \quad \text{and} \quad f_2(x) = f_1(x) - f(x) \quad \text{for} \ x \in [a, b].
\]

By Theorem 3.1.8, it is sufficient to prove that \(f_1\) is absolutely continuous on \([a, b].\) But that follows from Lemma 3.1.9.

3.2 Absolutely continuous functions and Lebesgue integral

Let us recall that by Theorem 2.4.2 every function of bounded variation on an interval \([a, b]\) has a bounded derivative \(f'(x)\) for a.e. \(x \in [a, b].\) By Theorem 3.1.7...
every function which is absolutely continuous on \([a, b]\) thus has the same property. In the remaining part of this chapter, we will recall some other basic properties of the derivatives of absolutely continuous functions and the connection between absolute continuity and indefinite Lebesgue integral. In the cases when the proofs or their parts are based on the theory of measure in the extent beyond this text, the proofs (or their parts) are not included and we only refer to accessible literature. The integral in this section is supposed to be the Lebesgue one.

By the next theorem the derivatives of the functions of bounded variation (and thus all the more so of absolutely continuous functions) are Lebesgue integrable. Its proof substantially uses a range of knowledge from the theory of measure and Lebesgue integration which will not fit in this text. The full proof can be found in relevant literature (see e.g. Theorem 4.10 in [43] or Theorem 6.2.9 in [111]).

3.2.1 Theorem. If a function \(f : [a, b] \rightarrow \mathbb{R}\) has a bounded variation on \([a, b]\), then its derivative \(f'\) is Lebesgue integrable on \([a, b]\).

If \(f\) is also nondecreasing on \([a, b]\), then
\[
0 \leq \int_a^b f'(x) \, dx \leq f(b) - f(a). \tag{3.2.1}
\]

The next statement concerns the differentiation of indefinite integrals of integrable functions. For the proof see, e.g. Theorem 4.12 in [43] or Theorem 6.3.1 in [111]. Let us recall (cf. Conventions and Notation (xi)) that \(L^1([a, b])\) stands for the space of all real functions that are Lebesgue integrable on \([a, b]\).

3.2.2 Theorem. If \(g \in L^1([a, b])\) and
\[
f(x) = \int_a^x g(t) \, dt \quad \text{for} \quad x \in [a, b],
\]
then \(f\) is absolutely continuous on \([a, b]\) and \(f'(x) = g(x)\) for a.e. \(x \in [a, b]\).

Let a function \(g \in L^1([a, b])\) be given. By Theorem 3.2.2 its indefinite Lebesgue integral \(f\) is absolutely continuous on \([a, b]\) and \(f' = g\) a.e. on \([a, b]\). We want to show that \(f\) is absolutely continuous on \([a, b]\) if and only if \(f\) is the indefinite integral of some Lebesgue integrable function. The following lemma known as Riesz’s lemma is essential for the proof of such a statement. For the proof see e.g. Lemma 7.5 in [16].

3.2.3 Lemma (Riesz Rising Sun Lemma). Let \(f \in C[a, b]\) and
\[
E = \{x \in (a, b) : \text{there is } \xi \in (x, b]\ \text{such that } f(\xi) > f(x)\}.
\]
Then the set \(E\) is open and it is a union of at most countable system of disjoint open intervals \((a_k, d_k)\) while \(f(a_k) \leq f(d_k)\) holds for any of them.
3.2.4 Lemma. If \( f \in AC([a, b]) \) is nondecreasing on \([a, b]\) and \( f'(x) = 0 \) for a.e. \( x \in [a, b] \), then \( f \) is constant on \([a, b]\).

Proof. Due to its monotonicity, the function \( f \) maps the interval \([a, b]\) on the interval \([f(a), f(b)]\). We will prove that \( f(a) = f(b) \).

Let \( \varepsilon > 0 \) be given and let \( \delta > 0 \) be as in Lemma 3.1.6. Let \( Z \) be the set of all \( x \in [a, b] \) for which \( f'(x) = 0 \) holds. Its complement \([a, b] \setminus Z\) has zero measure (\( \mu([a, b] \setminus Z) = 0 \)) by assumption. This means that there exists a finite or countable system \( \{(\alpha_j, \beta_j) : j \in \mathbb{K}\} \) satisfying (3.1.7) and

\[
[a, b] \setminus Z \subset \bigcup_{j \in \mathbb{K}} (\alpha_j, \beta_j).
\]

The image \( f([a, b] \setminus Z) \) of the set \([a, b] \setminus Z\) is thus contained in the union of open intervals \( \{(f(\alpha_j), f(\beta_j)) : j \in \mathbb{K}\} \). Since (3.1.6) holds by Lemma 3.1.6, the set \( f([a, b] \setminus Z) \) has zero measure, i.e.

\[
\mu(f([a, b] \setminus Z)) = 0. \tag{3.2.2}
\]

Now, let \( x \in Z \). Then \( f'(x) = 0 \) and thus there is \( \Delta > 0 \) such that

\[
\frac{f(t) - f(x)}{t - x} < \varepsilon \quad \text{for every } t \quad \text{such that } 0 < |t - x| < \Delta.
\]

This implies

\[
\varepsilon x - f(x) < \varepsilon t - f(t) \quad \text{for every } t \in (x, x + \Delta).
\]

By Riesz’s lemma 3.2.3, which we apply to the function \( \varepsilon x - f(x) \) instead of \( f(x) \), the set \( Z \) is thus contained in the union of a finite or countable system of disjoint intervals \( \{(a_k, d_k) \subset [a, b] : k \in \mathbb{K}\} \), while

\[
\varepsilon a_k - f(a_k) \leq \varepsilon d_k - f(d_k), \quad \text{i.e.} \ f(d_k) - f(a_k) \leq \varepsilon (d_k - a_k)
\]

holds for every \( k \in \mathbb{K} \). Hence

\[
\sum_{k \in \mathbb{K}} [f(d_k) - f(a_k)] \leq \varepsilon \sum_{k \in \mathbb{K}} [d_k - a_k] \leq \varepsilon (b - a).
\]

Now we can already deduce that the set \( f(Z) \) has also zero measure, i.e.

\[
\mu(f(Z)) = 0. \tag{3.2.3}
\]

By (3.2.2) and (3.2.3) the interval \([f(a), f(b)] = f(Z) \cup (f([a, b] \setminus Z))\) has zero length, i.e., thanks to the monotonicity of \( f \), \( f(a) = f(x) = f(b) \) for every \( x \in (a, b) \). \( \square \)
3.2.5 Theorem. A function \( f : [a, b] \to \mathbb{R} \) is absolutely continuous on \([a, b]\) if and only if

\[
f(x) - f(a) = \int_a^x g(t) \, dt \quad \text{for } x \in [a, b]
\]

(3.2.4)

for some function \( g \in L^1([a, b]) \). Then \( f' = g \) a.e. on \([a, b]\).

Proof. a) Let \( g \in L^1([a, b]) \) and

\[
f(x) = f(a) + \int_a^x g(t) \, dt \quad \text{for } x \in [a, b].
\]

Then \( f \) is absolutely continuous on \([a, b]\) and by Theorem 3.2.2, \( f' = g \) a.e. on \([a, b]\).

b) First, assume the function \( f \in AC([a, b]) \) is nondecreasing on \([a, b]\). By Theorems 3.1.7 and 3.2.1, \( f' \in L^1([a, b]) \). Set

\[
h(x) = \int_a^x f'(t) \, dt \quad \text{and} \quad g(x) = f(x) - h(x) \quad \text{for } x \in [a, b].
\]

We will show that the function \( g \) is nondecreasing on \([a, b]\), too. By Theorem 3.2.1 we have

\[
g(y) - g(x) = \left( f(y) - h(y) \right) - \left( f(x) - h(x) \right) \\
= \left( f(y) - f(x) \right) - \int_x^y f'(t) \, dt \geq 0
\]

for all points \( x, y \in [a, b] \) such that \( x \leq y \).

Moreover, by Theorem 3.2.2 the function \( h \) is absolutely continuous on \([a, b]\) and \( h' = f' \) a.e. on \([a, b]\). Hence, \( g' = (f - h)' = 0 \) a.e. on \([a, b]\). By Lemma 3.2.4 the function \( g \) is therefore constant on \([a, b]\). Thus we get

\[
g(x) = f(x) - h(x) = f(a) - h(a) = f(a) \quad \text{for } x \in [a, b],
\]

i.e.

\[
f(x) = f(a) + h(x) = f(a) + \int_a^x f'(t) \, dt \quad \text{for } x \in [a, b].
\]

This means that (3.2.4) holds for every function \( f \in AC([a, b]) \) nondecreasing on \([a, b]\).
In the general case of \( f \in AC([a, b]) \), by Corollary 3.1.10 there exist functions \( f_1, f_2 \) absolutely continuous on \([a, b]\), nondecreasing on \([a, b]\) and such that \( f = f_1 - f_2 \) on \([a, b]\). We thus have

\[
f(x) = f_1(x) - f_2(x) = \left( f_1(a) + \int_a^x f_1'(t) \, dt \right) - \left( f_2(a) + \int_a^x f_2'(t) \, dt \right) \\
= f(a) + \int_a^x f'(t) \, dt \quad \text{for } x \in [a, b].
\]

The proof has been completed.

Next result is an extension of Theorem 2.1.5

3.2.6 Theorem. If \( f \in AC([a, b]) \), then \( \text{var}_{a}^{b} f = \int_{a}^{b} |f'(t)| \, dt \).

Proof. Put \( v(a) = 0 \) and \( v(x) = \text{var}_{a}^{x} f \) for \( x \in [a, b] \). Then, using Lemma 3.1.9 and Theorem 3.2.5, we get

\[
v \in AC([a, b]) \quad \text{and} \quad v(x) = \int_{a}^{x} v'(t) \, dt \quad \text{for } x \in [a, b].
\]

In particular,

\[
\text{var}_{a}^{b} f = v(b) = \int_{a}^{b} v'(t) \, dt.
\]

Furthermore, by the proof of Theorem 2.1.21, we know that \( v - f \) is nondecreasing on \([a, b]\). Similarly, we can verify that \( v + f \) is nondecreasing on \([a, b]\), as well. Since \( v' - f' \geq 0 \) and \( v' + f' \geq 0 \) almost everywhere in \([a, b]\), it follows that \( |f'(t)| \leq v'(t) \) for almost all \( t \in [a, b] \) and thus

\[
\text{var}_{a}^{b} f \geq \int_{a}^{b} |f'(t)| \, dt. \quad (3.2.5)
\]

On the other hand, for an arbitrary division \( \alpha \) of \([a, b]\) we have

\[
V(f, \alpha) = \sum_{j=1}^{\nu(\alpha)} \left| \int_{\alpha_{j-1}}^{\alpha_j} f'(t) \, dt \right| \leq \sum_{j=1}^{\nu(\alpha)} \int_{\alpha_{j-1}}^{\alpha_j} |f'(t)| \, dt = \int_{a}^{b} |f'(t)| \, dt,
\]

i.e.,

\[
\text{var}_{a}^{b} f \leq \int_{a}^{b} |f'(t)| \, dt,
\]

which together with (3.2.5) completes the proof.

3.2.7 Exercise. Prove the following assertion:

Let \( f \in AC([a, b]) \) and let \( v \) be given as in the proof of Theorem 3.2.6. Then \( v'(t) = |f'(t)| \) for almost all \( t \in [a, b] \).
3.3 Lebesgue decomposition of functions of bounded variation

We know (see Theorem 2.6.1 and Remark 2.6.2) that every function of bounded variation on \([a, b]\) can be decomposed into a sum of a continuous function and a step function or into a difference of two functions nondecreasing on \([a, b]\) (see Theorem 2.1.21). Another option of decomposition of functions of bounded variation is offered by the following theorem.

3.3.1 Theorem (Lebesgue Decomposition Theorem). For every function \(f \in BV([a, b])\), there exist an absolutely continuous function \(f^{AC}\), a singular continuous function \(f^{SC}\) and a step function \(f^B\) such that

\[
f = f^{AC} + f^{SC} + f^B \text{ on } [a, b].
\]

If \(f = f_1 + f_2 + f_3\), where the function \(f_1\) is absolutely continuous on \([a, b]\), the function \(f_2\) is singular and continuous on \([a, b]\) and the function \(f_3\) is a step function on \([a, b]\), then the functions \(f^{AC} - f_1\), \(f^{SC} - f_2\) and \(f^B - f_3\) are constant on \([a, b]\).

Proof. a) By Theorem 2.6.1 there exists a step function \(f^B\) such that the function \(f^C = f - f^B\) is continuous on \([a, b]\). Furthermore, \(f' \in L^1([a, b])\) due to Theorem 3.2.1

Set

\[
f^{AC}(x) = \int_a^x f'(t) \, dt \quad \text{and} \quad f^{SC}(x) = f^C(x) - f^{AC}(x) \quad \text{for } x \in [a, b].
\]

By Theorems 2.5.5 and 3.2.2 we have \((f^B)' = 0\) a.e. on \([a, b]\) and \((f^{AC})' = f'\) a.e. on \([a, b]\), respectively. This means that

\[
(f^{SC})' = f' - (f^{AC})' - (f^B)' = 0 \quad \text{a.e. on } [a, b].
\]

b) Let \(f = f_1 + f_2 + f_3\), where \(f_1 \in AC([a, b])\), \(f_2\) is singular and continuous on \([a, b]\) and \(f_3 \in B[a, b]\). By Theorem 2.6.1 the differences

\[
(f^{AC} + f^{SC}) - (f_1 + f_2) \quad \text{and} \quad f^B - f_3
\]

are constant on \([a, b]\). Since

\[
f^{AC} + f^{SC} + f^B = f_1 + f_2 + f_3,
\]

it means that there exists such \(c \in \mathbb{R}\) that

\[
(f^{AC} + f^{SC}) - (f_1 + f_2) = f_3 - f^B = c.
\]
Hence

\[(f^{AC} - f_1) = c - (f^{SC} - f_2) \quad \text{and} \quad (f^{AC} - f_1)' = 0 \quad \text{a.e. on} \ [a, b].\]

As both the functions \(f^{AC}\) and \(f_1\) are absolutely continuous on the interval \([a, b]\), it follows by Theorem 3.2.5 that the difference \(f^{AC} - f_1\) is constant on \([a, b]\). This completes the proof. \(\square\)

3.3.2 Definition. If \(f \in BV([a, b])\), then the function \(f^{AC}\), or \(f^{SC}\), or \(f^B\) from Theorem 3.3.1 is called the absolutely continuous part, or the continuous singular part, or the jump part of the function \(f\), respectively. In addition, the sum \(f^{SC} + f^B\) is called the singular part of \(f\) and denoted by \(f^{SING}\).

3.3.3 Exercise. Prove the following statement:

\[f^{AC}(x) - f^{AC}(a) = \int_a^x f'(t) \, dt\]

holds for every function \(f \in BV([a, b])\) and every \(x \in [a, b]\).

Next assertion is a useful addition to Theorem 3.3.1.

3.3.4 Theorem. If \(f \in BV([a, b])\) is nondecreasing on \([a, b]\), then the functions \(f^{AC}, f^{SC},\) and \(f^B\) from Theorem 3.3.1 are nondecreasing on \([a, b]\), too.

Proof. Let \(f \in BV([a, b])\) be nondecreasing on \([a, b]\) and let the functions \(f^{AC}, f^{SC}, f^B\) be assigned to the function \(f\) by Theorem 3.3.1. Furthermore, let \(\{s_k\}\) be the set of the points of discontinuity of the function \(f\) and \(x, y\) be any pair of points from \([a, b]\) such that \(x \leq y\).

Since \(f\) is nondecreasing on \([a, b]\), we have

\[\Delta^+ f(t) \geq 0 \quad \text{and} \quad \Delta^- f(s) \geq 0 \quad \text{for} \quad t \in [a, b], \quad s \in (a, b),\]

and therefore

\[f^B(y) - f^B(x) = \sum_{x < s_k \leq y} \Delta^- f(s_k) + \sum_{x \leq s_k < y} \Delta^+ f(s_k) \geq 0.\]

The jump part \(f^B\) of the function \(f\) is thus nondecreasing on \([a, b]\).

Let \(g\) be the continuous part of \(f\), i.e. \(g = f - f^B\). By Corollary 2.3.8 we have

\[f^B(y) - f^B(x) \leq \var_{x^+}^y f = f(y) - f(x),\]

and hence

\[g(y) - g(x) = (f(y) - f(x)) - (f^B(y) - f^B(x)) \geq 0.\]
The continuous part of the function \( f \) is thus nondecreasing on \([a, b]\).

For a.e. \( t \in [a, b] \) we have
\[
f'(t) = \lim_{s \to t} \frac{f(s) - f(t)}{s - t} \in \mathbb{R}.
\]

Since \( f \) is nondecreasing on \([a, b]\), the inequality \( f'(t) \geq 0 \) holds for a.e. \( t \in [a, b] \). By the proof of Theorem 3.3.1 we thus get
\[
f^{AC}(y) - f^{AC}(x) = \int_{x}^{y} f'(t) \, dt \geq 0 \text{ whenever } x, y \in [a, b] \text{ and } x \leq y.
\]

This means that \( f^{AC} \) is nondecreasing on \([a, b]\).

By Theorem 2.5.5, \((f^B)' = 0\) a.e. on \([a, b]\), and hence
\[
g' = f' - (f^B)' = f' \quad \text{a.e. on } [a, b].
\]

Using (3.2.1) and the proof of Theorem 3.3.1 we can deduce that
\[
g(y) - g(x) \geq \int_{x}^{y} g'(t) \, dt = \int_{x}^{y} f'(t) \, dt = f^{AC}(y) - f^{AC}(x)
\]
is true, i.e.
\[
f^{SC}(y) - f^{SC}(x) = (g(y) - f^{AC}(y)) - (g(x) - f^{AC}(x))
\]
\[
= (g(y) - g(x)) - (f^{AC}(y) - f^{AC}(x)) \geq 0.
\]

The continuous singular part \( f^{SC} \) of the function \( f \) is thus nondecreasing on \([a, b]\), too. This completes the proof.

We can now state the following assertion, which is in some sense complementary to Proposition 2.5.7.

3.3.5 Proposition. Let \( f \) be singular on \([a, b]\) and let \( g \) be absolutely continuous on \([a, b]\). Then \( \var_{b}^{a} (f + g) = \var_{a}^{b} f + \var_{b}^{a} g \).

For the proof we will need the Vitali Covering Theorem, which is based on the notion of a Vitali cover.

3.3.6 Definition. Let \( E \) be a subset of \( \mathbb{R} \) and let \( \mathcal{V} \) be a collection of nondegenerate\(^2\) closed subintervals of \([a, b]\). We say that \( \mathcal{V} \) is a Vitali cover of \( E \), if for each \( \varepsilon > 0 \) and any \( x \in E \), there is an interval \([\alpha, \beta] \in \mathcal{V}\) containing \( x \) and such that \( \beta - \alpha < \varepsilon \).

\(^2\)It means that no singletons (i.e. one-point sets) are allowed.
3.3.7 Theorem (Vitali Covering Theorem). Let $E$ be a subset of $[a, b]$ and let $\mathcal{V}$ be a Vitali cover of $E$. Then, for every $\varepsilon > 0$, there is a finite collection $\{I_1, \ldots, I_N\}$ of disjoint intervals from $\mathcal{V}$ such that
\[
\mu^*(E \setminus \bigcup_{j=1}^{N} I_j) < \varepsilon,
\]
where $\mu^*$ stands for the outer Lebesgue measure (see section 2.4).

Proof of Proposition 3.3.5.

We will verify that the assumptions of Lemma 2.1.19 are satisfied.

Let $\varepsilon > 0$ be given. By Lemma 3.1.9 the function $v_g(x) = \text{var}_a^x g$ is absolutely continuous. Hence, we can choose $\delta > 0$ in such a way that
\[
\sum_{j=1}^{m} \text{var}_{\alpha_j}^{\beta_j} g = \sum_{j=1}^{m} |v_g(\beta_j) - v_g(\alpha_j)| < \varepsilon \quad \text{whenever} \quad \sum_{j=1}^{m} (\beta_j - \alpha_j) < \delta. \tag{3.3.1}
\]

Further, choose a division $\sigma$ of $[a, b]$ in such a way that
\[
V(f, \sigma) > \text{var}_a^b f - \frac{\varepsilon}{2}. \tag{3.3.2}
\]

As $f$ is singular, there is a set $N \subset [a, b]$ such that
\[
f'(x) = 0 \quad \text{for all} \quad x \in [a, b] \setminus N \quad \text{and} \quad \mu(N) = 0.
\]

Let $\mathcal{V}$ be the set of all nondegenerate intervals $[\xi, \eta] \subset [a, b] \setminus \sigma$ such that the inequality
\[
|f(\eta) - f(\xi)| \leq \frac{\varepsilon}{2} \frac{\eta - \xi}{b - a} \tag{3.3.3}
\]
holds. Obviously, $\mathcal{V}$ is a Vitali cover of the set $E := [a, b] \setminus (N \cup \sigma)$. Hence, by Theorem 3.3.7, there is a finite system $\{[\xi_j, \eta_j] : j \in \{1, \ldots, r\}\}$ of disjoint intervals such that
\[
a < \xi_1 < \eta_1 < \cdots < \xi_r < \eta_r < b \quad \text{and} \quad \mu^*(E \setminus \bigcup_{j=1}^{r} [\xi_j, \eta_j]) < \delta.
\]

Now, let $\alpha$ be the division of $[a, b]$ consisting of all elements of the set $\{\xi_j, \eta_j : j \in \{1, \ldots, r\}\} \cup \sigma$. Let $\mathcal{X}$ be the set of all indices $k \in \{1, \ldots, \nu(\alpha)\}$ for which the intersection $(\alpha_{k-1}, \alpha_k) \cap [\xi_j, \eta_j]$ is empty for each $j \in \{1, \ldots, r\}$. Then
\[
\bigcup_{k \in \mathcal{X}} (\alpha_{k-1}, \alpha_k) \subset E \setminus \bigcup_{j=1}^{r} [\xi_j, \eta_j].
\]
Hence
\[ \sum_{k \in \mathcal{K}} (\alpha_k - \alpha_{k-1}) = \mu^* \left( \bigcup_{k \in \mathcal{K}} (\alpha_k - 1, \alpha_k) \right) \leq \mu^* \left( E \setminus \bigcup_{j=1}^{r} [\xi_j, \eta_j] \right) < \delta. \]

Consequently, we can apply (3.3.1) to get
\[ \sum_{k \in \mathcal{K}} \text{var} \frac{\alpha_k}{\alpha_{k-1}} g < \varepsilon. \] (3.3.4)

On the other hand, by (3.3.2) and since \( \alpha \) is a refinement of \( \sigma \), we have
\[ \text{var} a f - \frac{\varepsilon}{2} < V(f, \alpha) = \sum_{k \in \mathcal{K}} |f(\alpha_k) - f(\alpha_{k-1})| + \sum_{k \in \mathcal{K}'} |f(\alpha_k) - f(\alpha_{k-1})|, \]
where \( \mathcal{K}' = \{1, \ldots, \nu(\alpha)\} \setminus \mathcal{K} \). Of course,
\[ \sum_{k \in \mathcal{K}'} |f(\alpha_k) - f(\alpha_{k-1})| = \sum_{j=1}^{r} |f(\eta_j) - f(\xi_j)| \]
and, due to (3.3.3),
\[ \sum_{k \in \mathcal{K}'} |f(\alpha_k) - f(\alpha_{k-1})| < \frac{\varepsilon}{2} \left( b - a \right) \sum_{j=1}^{r} (\eta_j - \xi_j) < \frac{\varepsilon}{2}. \]

Moreover,
\[ \sum_{k \in \mathcal{K}} |f(\alpha_k) - f(\alpha_{k-1})| \leq \sum_{k \in \mathcal{K}} \text{var} \frac{\alpha_k}{\alpha_{k-1}} f. \]

To summarize, by (3.3.5) we have
\[ \sum_{k \in \mathcal{K}} \text{var} \frac{\alpha_k}{\alpha_{k-1}} f \geq \sum_{k \in \mathcal{K}} |f(\alpha_k) - f(\alpha_{k-1})| \]
\[ = V(f, \alpha) - \sum_{k \in \mathcal{K}'} |f(\alpha_k) - f(\alpha_{k-1})| \]
\[ > V(f, \alpha) - \frac{\varepsilon}{2} > \text{var} b f - \varepsilon, \]
i.e.
\[ \sum_{k \in \mathcal{K}} \text{var} \frac{\alpha_k}{\alpha_{k-1}} f > \text{var} a f - \varepsilon. \] (3.3.6)

Now, if we relabel the points \( \alpha_k \) in such a way that it will be
\[ \{ [\alpha_{k-1}, \alpha_k] : k \in \mathcal{K} \} = \{ [a_j, b_j] : j \in \{1, \ldots, n\} \}, \]
we can check that, thanks to (3.3.4) and (3.3.6), the conditions (2.1.13)-(2.1.15) of Lemma 2.1.19 are satisfied. This completes the proof. \( \square \)
3.3.8 Exercises. Use Proposition 3.3.5 to prove the following statements:

- Let \( \{f_n\} \) be a sequence of functions with bounded variations on \([a, b]\) and let \( \{f_n^{AC}\} \) and \( \{f_n^{SING}\} \) be the sequences of absolutely continuous and singular parts of \( \{f_n\} \), respectively. Then

\[
\lim_{n \to \infty} (\text{var}_a^b f_n) = 0 \text{ if and only if } \lim_{n \to \infty} (\text{var}_a^b f_n^{AC}) = \lim_{n \to \infty} (\text{var}_a^b f_n^{SING}) = 0.
\]

- If \( f \in \text{BV}([a, b]) \), then

\[
\text{var}_a^b f \geq \int_a^b |f'(t)| \, dt.
\]

By Theorem[3.1.8] \( \text{AC}([a, b]) \) is a linear subspace of \( \text{BV}([a, b]) \). We will close this chapter by a further corollary of Proposition [3.3.5] which shows that, when equipped with the norm of \( \text{BV}([a, b]) \), the space \( \text{AC}([a, b]) \) becomes a Banach space.

3.3.9 Proposition. \( \text{AC}([a, b]) \) is a Banach space when equipped with the norm

\[
\|f\|_{\text{AC}} := \|f\|_{\text{BV}} = |f(a)| + \text{var}_a^b f \quad \text{for } f \in \text{AC}([a, b]).
\]

Proof. We will show that \( \text{AC}([a, b]) \) is a closed subspace of \( \text{BV}([a, b]) \). To this aim assume that \( \{f_n\} \) is a sequence of absolutely continuous functions which is convergent in the BV norm to a function \( f : [a, b] \to \mathbb{R} \), i.e.,

\[
\lim_{n \to \infty} \|f_n - f\|_{\text{BV}} = 0. \tag{3.3.7}
\]

Clearly, \( f \in \text{BV}([a, b]) \) and \( f = f^{AC} + f^{SING} \) on \([a, b]\), where \( f^{AC} \) is the absolutely continuous part of \( f \) and \( f^{SING} \) is the singular part of \( f \). Without any loss of generality we may assume that \( f_n(a) = f(a) = 0 \) for all \( n \in \mathbb{N} \). Then, thanks to Proposition [3.3.5] relation (3.3.7) can be rewritten as

\[
0 = \lim_{n \to \infty} \|f - f_n\|_{\text{BV}} = \lim_{n \to \infty} \text{var}_a^b f - f_n)
= \lim_{n \to \infty} \text{var}_a^b (f^{AC} + f^{SING} - f_n)
= \lim_{n \to \infty} \text{var}_a^b (f^{AC} - f_n) + \text{var}_a^b f^{SING},
\]

which is possible only if \( \text{var}_a^b f^{SING} = 0 \), i.e., if \( f^{SING} \equiv 0 \) on \([a, b]\). In other words, \( f = f^{AC} \in \text{AC}([a, b]) \), wherefrom the proof immediately follows. \( \square \)

More details about absolutely continuous functions can be found e.g. in monographs [5], [43], [70], or in the lecture notes [92].
Chapter 4

Regulated functions

The analysis of functions of bounded variation is one of the crucial keys for the development of Stieltjes integration theory. Of similar importance is the class of regulated functions, which represent a very natural generalization of both the continuous functions and the functions of bounded variation. This chapter is fully devoted to the study of regulated functions.

Throughout the chapter, we assume that $-\infty < a < b < \infty$. For a given function $f : [a, b] \rightarrow \mathbb{R}$, we set $\|f\|_{\infty} = \sup_{t \in [a, b]} |f(t)|$.

4.1 Introduction

4.1.1 Definition. A function $f : [a, b] \rightarrow \mathbb{R}$ is said to be regulated on $[a, b]$ if the left limit $f(t^+)$ exists and is finite for every $t \in [a, b)$, and the right limit $f(t^-)$ exists and is finite for every $t \in (a, b]$. The set of all regulated functions on $[a, b]$ will be denoted by $G([a, b])$. Recall that

$$\Delta^+ f(t) = f(t^+) - f(t) \quad \text{and} \quad \Delta^- f(s) = f(s) - f(s^-) \quad \text{for} \quad t \in [a, b), s \in (a, b].$$

4.1.2 Remark. Evidently, the following relations hold:

$$\text{BV}([a, b]) \cup \text{C}([a, b]) \subset G([a, b]),$$

$$G([a, b]) \setminus \text{C}([a, b]) \neq \emptyset \quad \text{and} \quad G([a, b]) \setminus \text{BV}([a, b]) \neq \emptyset$$

For an example of a regulated function which does not have bounded variation, see Example 2.1.10.

4.1.3 Theorem. If a sequence $\{f_n\}$ of regulated functions converges uniformly on the interval $[a, b]$ to a function $f : [a, b] \rightarrow \mathbb{R}$, then this function is also regulated on $[a, b]$.

Proof. Let $t \in [a, b)$ and let $\{t_k\} \subset (t, b]$ be an arbitrary decreasing sequence such that $t_k \rightarrow t$ for $k \rightarrow \infty$. Given an arbitrary $\varepsilon > 0$, choose $n_0 \in \mathbb{N}$ and $k_0 \in \mathbb{N}$ such that

$$\|f - f_{n_0}\|_{\infty} < \frac{\varepsilon}{3} \quad \text{and} \quad |f_{n_0}(t_k) - f_{n_0}(t_\ell)| < \frac{\varepsilon}{3} \quad \text{for all} \quad k, \ell \geq k_0.$$
Then
\[ |f(t_k) - f(t_\ell)| \leq |f(t_k) - f_{n_0}(t_k)| + |f_{n_0}(t_k) - f_{n_0}(t_\ell)| + |f_{n_0}(t_\ell)| \leq 2 \|f - f_{n_0}\|_\infty + |f_{n_0}(t_k) - f_{n_0}(t_\ell)| < \varepsilon \quad \text{for} \; k, \ell \geq k_0. \]

Consequently, there exists a limit
\[ f(t+) = \lim_{k \to \infty} f(t_k) \in \mathbb{R}. \]

Similarly, we would show that for every \( t \in (a, b] \) there exists a limit \( f(t-) \in \mathbb{R} \).

\[ \square \]

4.1.4 Exercises. (i) In the context of Theorem 4.1.3, prove that
\[ f(t+) = \lim_{n \to \infty} f_n(t+) \text{ for every } t \in [a, b) \]
and
\[ f(t-) = \lim_{n \to \infty} f_n(t-) \text{ for every } t \in (a, b]. \]

This statement represents a special case of the Moore-Osgood theorem; an even stronger result will be obtained in Lemma 4.2.3.

(ii) Let \( f(x) = x \) if \( x = 1/k \) for a certain \( k \in \mathbb{N} \), and \( f(x) = 0 \) otherwise. Show that \( f \) is regulated on \([0, 1]\).

(iii) Let \( f_D(x) = 1 \) if \( x \) is a rational number, and \( f_D(x) = 0 \) otherwise (\( f_D \) is the Dirichlet function). Show that \( f_D \) is not regulated on \([0, 1]\).

Let us now formulate the crucial result of this chapter.

4.1.5 Theorem (HÖNIG). The following three statements are equivalent:

(i) \( f \in G([a, b]) \).

(ii) There exists a sequence \( \{f_n\} \subset S([a, b]) \) which converges uniformly to \( f \)
on \([a, b]\).

(iii) For every \( \varepsilon > 0 \) there exists a division \( \alpha \) of \([a, b]\) such that
\[ |f(t) - f(s)| < \varepsilon \]
holds for every \( j \in \{1, \ldots, \nu(\alpha)\} \) and each pair \( t, s \in (\alpha_{j-1}, \alpha_j) \).
**Proof.** a) The implication (ii) $\implies$ (i) is proved by Theorem \[4.1.3\].

b) Assume (i) holds and let an arbitrary $\varepsilon > 0$ be given. Denote by $B$ the set of all points $\tau \in (a, b]$ with the following property:

There is a division $\alpha$ of $[a, \tau]$ such that $|f(t) - f(s)| < \varepsilon$

for each pair $t, s \in (\alpha_{j-1}, \alpha_j)$, where $j \in \{1, \ldots, \nu(\alpha)\}$. \hspace{1cm} (4.1.1)

Our goal is to prove that $b \in B$. First, we show that $B$ is nonempty. By Definition \[4.1.1\], there is a $\delta_a \in (0, b - a)$ such that

$$|f(t) - f(a+)| < \frac{\varepsilon}{2} \quad \text{holds for all} \quad t \in (a, a + \delta_a).$$

Thus, for arbitrary $t, s \in (a, a + \delta_a)$, we get

$$|f(t) - f(s)| \leq |f(t) - f(a+)| + |f(s) - f(a+)| < \varepsilon.$$

Denote $\tau = a + \delta_a$. Then $\{a, \tau\}$ is a division of $[a, \tau]$ satisfying (4.1.1). This means that the set $B$ is nonempty and $\tau^* := \sup B \in (a, b]$.

Next, we will show that $\tau^* \in B$. Indeed, by Definition \[4.1.1\] we can choose a $\delta_1 \in (0, \tau^* - a)$ in such a way that

$$|f(t) - f(\tau^*-)| < \frac{\varepsilon}{2} \quad \text{holds for all} \quad t \in (\tau^*- \delta_1, \tau^*).$$

Hence, for arbitrary $t, s \in (\tau^*- \delta_1, \tau^*)$, we have

$$|f(t) - f(s)| \leq |f(t) - f(\tau^*-)| + |f(s) - f(\tau^*)| < \varepsilon. \hspace{1cm} (4.1.2)$$

Furthermore, by the definition of the supremum, there is a $\tau \in B \cap (\tau^* - \delta_1, \tau^*)$. Let $\alpha$ be a division of $[a, \tau]$ such that (4.1.1) is true and let $\tilde{\alpha} = \alpha \cup \{\tau^*\}$. Then $\tilde{\alpha} = \{\alpha_0, \alpha_1, \ldots, \tau, \tau^*\}$ is a division of $[a, \tau^*]$ with $\nu(\tilde{\alpha}) = \nu(\alpha) + 1$, whose division points are

$$\tilde{\alpha}_j = \begin{cases} 
\alpha_j & \text{if} \quad j \in \{1, \ldots, \nu(\alpha)\}, \\
\tau^* & \text{if} \quad j = \nu(\tilde{\alpha}).
\end{cases}$$

Using (4.1.1) and (4.1.2), we get $|f(t) - f(s)| < \varepsilon$ for all $t, s \in (\tilde{\alpha}_{j-1}, \tilde{\alpha}_j)$, where $j \in \{1, \ldots, \nu(\tilde{\alpha})\}$. This means that $\tau^* \in B$.

Finally, we prove that $\tau^* = b$. Assume, on the contrary, that $\tau^* < b$. By Definition \[4.1.1\] we can choose a $\delta_2 \in (0, b - \tau^*)$ in such a way that

$$|f(t) - f(\tau^*+)| < \frac{\varepsilon}{2} \quad \text{holds for all} \quad t \in (\tau^*, \tau^* + \delta_2).$$
Similarly as before in this proof, we can deduce that the inequality
\[
|f(t) - f(s)| \leq |f(t) - f(\tau^*)| + |f(s) - f(\tau^*)| < \varepsilon
\] (4.1.3)
holds for arbitrary \( t, s \in (\tau^*, \tau^* + \delta_2) \). Let \( \alpha \) be a division of the interval \([a, \tau^*] \) such that (4.1.1) holds. Set \( \tau = \tau^* + \delta_2 \) and \( \tilde{\alpha} = \alpha \cup \{\tau\} \). Then
\[
\tilde{\alpha} = \{\alpha_0, \alpha_1, \ldots, \tau^*, \tau\}
\]
is a division of \([a, \tau]\) with \( \nu(\tilde{\alpha}) = \nu(\alpha) + 1 \), whose division points are
\[
\tilde{\alpha}_j = \begin{cases} 
\alpha_j & \text{if } j \in \{1, \ldots, \nu(\alpha)\}, \\
\tau & \text{if } j = \nu(\tilde{\alpha}).
\end{cases}
\]
Using (4.1.1) and (4.1.3), we have
\[
|f(t) - f(s)| < \varepsilon \quad \text{for all } t, s \in (\tilde{\alpha}_{j-1}, \tilde{\alpha}_j) \text{ and } j \in \{1, \ldots, \nu(\tilde{\alpha})\}.
\]
It follows that \( \tau \in B \). However, since we have \( \tau > \tau^* \), this contradicts the definition of \( \tau^* = \sup B \). Hence, \( \tau^* = b \), and the proof of the implication (i) \( \implies \) (iii) is complete.

c) Assume that (iii) holds. Let \( n \in \mathbb{N} \) be given and let \( \alpha \) be a division of \([a, b] \) such that \( |f(t) - f(s)| < \frac{1}{n} \) for all \( t, s \in (\alpha_{j-1}, \alpha_j) \) and \( j \in \{1, \ldots, \nu(\alpha)\} \).

For every \( j \in \{1, \ldots, \nu(\alpha)\} \) choose an arbitrary \( \tau_j \in (\alpha_{j-1}, \alpha_j) \) and put
\[
f_n(t) = \begin{cases} 
f(t) & \text{if } t \in \alpha, \\
f(\tau_j) & \text{if } t \in (\alpha_{j-1}, \alpha_j).
\end{cases}
\]
Obviously, \( f_n \in S([a, b]) \) and \( \|f - f_n\|_\infty < \frac{1}{n} \) for every \( n \in \mathbb{N} \), i.e. \( f_n \rightharpoonup f \) on \([a, b] \) when \( n \to \infty \). This proves the implication (iii) \( \implies \) (ii).

4.1.6 Corollary. Every regulated function \( f : [a, b] \to \mathbb{R} \) is bounded.

Proof. By statement (iii) of Höng’s Theorem [4.1.5], there is a division \( \alpha \) of the interval \([a, b] \) such that
\[
|f(t) - f(s)| \leq 1 \quad \text{whenever } t, s \in (\alpha_{j-1}, \alpha_j) \text{ and } j \in \{1, \ldots, \nu(\alpha)\}.
\]
For every \( j \in \{1, \ldots, \nu(\alpha)\} \), choose an arbitrary \( \tau_j \in (\alpha_{j-1}, \alpha_j) \). Then
\[
|f(t)| \leq |f(\tau_j)| + 1 \quad \text{for } t \in (\alpha_{j-1}, \alpha_j) \text{ and } j \in \{1, \ldots, \nu(\alpha)\}.
\]
Hence \( |f(t)| \leq M \) for all \( t \in [a, b] \), where
\[
M = \max\{|f(\alpha_0)|, \ldots, |f(\alpha_{\nu(\alpha)})|, |f(\tau_1)| + 1, \ldots, |f(\tau_{\nu(\alpha)})| + 1\} < \infty. \quad \square
\]
4.1.7 Corollary. For every regulated function \( f : [a, b] \to \mathbb{R} \) and every \( \varepsilon > 0 \), there are at most finitely many points \( t \in [a, b] \) such that

\[ t \in [a, b] \text{ and } |\Delta^+ f(t)| > \varepsilon \text{ or } t \in (a, b] \text{ and } |\Delta^- f(x)| > \varepsilon. \]

Proof. Let \( \varepsilon > 0 \) be given. By the statement (iii) from Höning’s Theorem 4.1.5 we can find a division \( \alpha \) of \([a, b]\) such that

\[ |f(t) - f(s)| < \varepsilon \quad \text{for } t, s \in (\alpha_{j-1}, \alpha_j) \text{ and } j \in \{1, \ldots, \nu(\alpha)\}. \]

This implies that

\[ |\Delta^+ f(t)| \leq \varepsilon \quad \text{and} \quad |\Delta^- f(t)| \leq \varepsilon \quad \text{for } t \in [a, b] \setminus \alpha, \]

wherefrom the statement of the corollary follows immediately. \( \square \)

4.1.8 Theorem. Every regulated function \( f : [a, b] \to \mathbb{R} \) has at most countably many discontinuities.

Proof. For each \( k \in \mathbb{N} \), denote

\[ D^+_k = \{ t \in [a, b) : |\Delta^+ f(t)| > \frac{1}{k} \} \quad \text{and} \quad D^-_k = \{ t \in (a, b] : |\Delta^- f(t)| > \frac{1}{k} \}. \]

Then

\[ D^+ = \bigcup_{k \in \mathbb{N}} D^+_k = \{ t \in [a, b) : |\Delta^+ f(t)| > 0 \} \]

is the set of all points where \( f \) is discontinuous from the right, and

\[ D^- = \bigcup_{k \in \mathbb{N}} D^-_k = \{ t \in (a, b] : |\Delta^- f(t)| > 0 \} \]

is the set of all points where the function \( f \) is discontinuous from the left. Obviously, \( D = D^+ \cup D^- \) is the set of all discontinuity points of \( f \) on \([a, b]\).

By Corollary 4.1.7 every set \( D^+_k, D^-_k, k \in \mathbb{N} \), is finite. As a result, \( D \) is at most countable. \( \square \)

4.1.9 Corollary. Let \( f \in \mathcal{G}([a, b]) \) and

\[
\tilde{f}(t) = \begin{cases} 
  f(t^+) & \text{if } t \in [a, b), \\
  f(b) & \text{if } t = b,
\end{cases} \quad (4.1.4)
\]

\[
\hat{f}(t) = \begin{cases} 
  f(a) & \text{if } x = a, \\
  f(t^-) & \text{if } t \in (a, b].
\end{cases} \quad (4.1.5)
\]
Then both \( \tilde{f} \) and \( \hat{f} \) are regulated on \([a, b]\) and
\[
\tilde{f}(t^+) = f(t^+) \quad \text{if} \quad t \in [a, b), \quad \tilde{f}(t^-) = f(t^-) \quad \text{if} \quad t \in (a, b],
\]
and
\[
\hat{f}(t^+) = f(t^+) \quad \text{if} \quad t \in [a, b), \quad \hat{f}(t^-) = f(t^-) \quad \text{if} \quad t \in (a, b].
\]

**Proof.**

a) Let \( \varepsilon > 0 \) be given. By Hönig’s Theorem (4.1.5) (iii), there exists a division \( \alpha \) of the interval \([a, b]\) such that the inequality
\[
|f(t) - f(s)| < \frac{\varepsilon}{2}
\]
holds whenever \( t, s \) are\( (\alpha_{j-1}, \alpha_j) \) for some \( j \in \{1, \ldots, \nu(\alpha)\} \). In particular,
\[
|f(t^+) - f(s^+)| < \frac{\varepsilon}{2}
\]
holds for every pair \( t, s \in (\alpha_{j-1}, \alpha_j) \) with \( j \in \{1, \ldots, \nu(\alpha)\} \) and every \( \delta > 0 \) such that \( t + \delta, s + \delta \in (\alpha_{j-1}, \alpha_j) \). Therefore
\[
|f(t^+) - f(s^+)| = \lim_{\delta \to 0^+} |f(t^+) - f(s^+)| \leq \frac{\varepsilon}{2} < \varepsilon
\]
holds for each \( j \in \{1, \ldots, \nu(\alpha)\} \) and each pair \( t, s \in (\alpha_{j-1}, \alpha_j) \), as well. In other words,
\[
|\tilde{f}(t) - \tilde{f}(s)| < \varepsilon \quad \text{for every} \quad j \in \{1, \ldots, \nu(\alpha)\} \quad \text{and} \quad t, s \in (\alpha_{j-1}, \alpha_j).
\]  
(4.1.8)

Similarly, it can be shown that
\[
|\tilde{f}(t) - \tilde{f}(s)| < \varepsilon \quad \text{for every} \quad j \in \{1, \ldots, \nu(\alpha)\} \quad \text{and} \quad t, s \in (\alpha_{j-1}, \alpha_j).
\]  
(4.1.9)

By Hönig’s Theorem (4.1.5) it follows that both \( \tilde{f} \) and \( \hat{f} \) are regulated on \([a, b]\).

b) Let \( x \in [a, b) \) and \( \varepsilon > 0 \) be given, and let \( \alpha \) be a division of \([a, b]\) such that \( |f(t) - f(s)| < \frac{\varepsilon}{2} \) for every pair \( t, s \in (\alpha_{j-1}, \alpha_j) \) and every \( j \in \{1, \ldots, \nu(\alpha)\} \). There is a unique index \( i \in \{1, \ldots, \nu(\alpha)\} \) such that \( x \in (\alpha_{i-1}, \alpha_i) \). By (4.1.8), we have
\[
|\tilde{f}(t) - f(x^+)| = |\tilde{f}(t) - f(x)| < \varepsilon \quad \text{for} \quad t \in (x, \alpha_i).
\]
In other words, \( \tilde{f}(x^+) = f(x^+) \). This proves the first statement from (4.1.6).

c) Analogously, let \( x \in (a, b], \) \( \varepsilon > 0, \) and let \( \alpha \) be a division of \([a, b]\) such that \( |f(t) - f(s)| < \frac{\varepsilon}{2} \) holds for every pair \( t, s \in (\alpha_{j-1}, \alpha_j) \) and every \( j \in \{1, \ldots, \nu(\alpha)\} \). There is a unique \( i \in \{1, \ldots, \nu(\alpha)\} \) such that \( x \in (\alpha_{i-1}, \alpha_i) \). If \( t \in (\alpha_{i-1}, x) \) and \( 0 < \delta < \min\{x - t, x - \alpha_{i-1}\} \), then
\[
\alpha_{i-1} < x - \delta < \alpha_i \quad \text{and} \quad \alpha_{i-1} < t + \delta < x.
\]
Therefore, by the definition of the division \( \alpha \), we have

\[
|f(x) - \tilde{f}(t)| = \lim_{\delta \to 0^+} |f(x - \delta) - f(t + \delta)| \leq \frac{\varepsilon}{2} < \varepsilon \quad \text{for} \quad t \in (\alpha_{i-1}, x).
\]

In other words \( \tilde{f}(x) = f(x) \) and this completes the proof of the second statement from (4.1.6).

d) The relations (4.1.7) can be proved similarly to (4.1.6).

\[\square\]

4.2 The space of regulated functions and its subspaces

The set \( G([a, b]) \) is a linear space equipped with the natural operations of pointwise addition and multiplication by scalars, i.e.,

\[
\begin{align*}
(f + g)(t) &= f(t) + g(t) \quad \text{for} \quad f, g \in G([a, b]), \ t \in [a, b], \\
(cf)(t) &= cf(t) \quad \text{for} \quad c \in \mathbb{R}, \ f \in G([a, b]), \ t \in [a, b].
\end{align*}
\]

It is also easy to verify that

\[
\|f\|_G := \|f\|_\infty = \sup_{x \in [a, b]} |f(x)|
\]

defines a norm on \( G([a, b]) \).

4.2.1 Theorem. \( G([a, b]) \) is a Banach space with respect to the operations (4.2.1) and the norm (4.2.2).

\[\text{Proof.} \quad \text{It suffices to show that the space} \quad G([a, b]) \quad \text{is complete with respect to the norm given by (4.2.2). Thus, assume that} \quad \{f_n\} \quad \text{is a Cauchy sequence in} \quad G([a, b]). \]

Using the completeness of the space \( \mathbb{R} \), analogously to the parts a) and b) of the proof of Theorem 2.2.2, we can prove that there is a function \( f: [a, b] \to \mathbb{R} \) such that \( f_n \Rightarrow f \). By Theorem 4.1.3 it follows that \( f \in G([a, b]) \) and this completes the proof.

\[\square\]

4.2.2 Remark. (i) By Definition 2.5.1 \( f \in S([a, b]) \) if and only if there exists a division \( \alpha \) of the interval \([a, b]\) such that \( f \) is constant on every subinterval \((\alpha_{j-1}, \alpha_j)\). Every function from \( S([a, b]) \) is a finite linear combination of functions of the form \( \chi_{(\alpha, \beta)} \) and \( \chi_{[\tau]} \), where \((\alpha, \beta)\) is an arbitrary subinterval in \([a, b]\) and \( \tau \) is any point in \([a, b]\). Note that

\[
\chi_{(\alpha, \beta)} = \chi_{(\alpha, b)} - \chi_{[\beta, b]} \quad \text{for all} \quad \alpha, \beta \in [a, b], \ \alpha < \beta
\]

and
\[ \chi[\tau] = \chi[(\tau,b)] - \chi[(\tau,b] \quad \text{for all } \tau \in [a, b). \]

Hence \( f \in S([a, b]) \) if and only if \( f \) is a finite linear combination of functions of the forms \( \chi[\tau], \chi[(\tau,b], \chi[(\tau,b) \), where \( \tau \) can be an arbitrary point in \([a, b), \) i.e.,

\[
S([a, b]) = \operatorname{Lin}\left( \\{ \chi[(\tau,b], \chi[(\tau,b), \chi[\tau] : \tau \in [a, b) \} \right),
\]

where \( \operatorname{Lin}(M) \) denotes the linear span of the set \( M. \)

(ii) Similarly, we can show that also

\[
S([a, b]) = \operatorname{Lin}\left( \\{ \chi[\tau], \chi[\tau], \chi[\tau] : \tau \in [a, b) \} \right).
\]

(iii) By Hönig’s Theorem \([4.1.5]\), the set \( S([a, b]) \) is dense in \( G([a, b]), \) i.e.,

\( \operatorname{cl}(S([a, b])) = G([a, b]), \) where \( \operatorname{cl}(M) \) stands for the closure of a set \( M. \)

**4.2.3 Lemma.** Let \( \{ f_n \} \subseteq G([a, b]) \) and \( f_n \Rightarrow f \) on \([a, b]. \) For \( n \in \mathbb{N}, \) set

\[
\tilde{f}_n(t) = \begin{cases} f_n(t^+), & \text{if } t \in [a, b), \\ f_n(b), & \text{if } t = b, \end{cases} \quad \hat{f}_n(t) = \begin{cases} f_n(a), & \text{if } t = a, \\ f_n(t^-), & \text{if } t \in (a, b), \end{cases}
\]

and

\[
\tilde{f}(t) = \begin{cases} f(t^+), & \text{if } t \in [a, b), \\ f(b), & \text{if } t = b, \end{cases} \quad \hat{f}(t) = \begin{cases} f(a), & \text{if } t = a, \\ f(t^-), & \text{if } t \in (a, b). \end{cases}
\]

Then \( \tilde{f}_n \Rightarrow \tilde{f} \) and \( \hat{f}_n \Rightarrow \hat{f} \) on \([a, b]. \)

**Proof.** By Corollary \([4.1.9]\), the functions \( f, \tilde{f}, \hat{f}, \tilde{f}_n, \hat{f}_n, \) \( n \in \mathbb{N}, \) are regulated on \([a, b]. \) Let \( \varepsilon > 0 \) be given. Choose \( n_\varepsilon \in \mathbb{N} \) such that \( |f_n(s) - f(s)| < \frac{\varepsilon}{2} \) for every \( n \geq n_\varepsilon \) and every \( s \in [a, b]. \) Letting \( s \to t \) from the right we get that

\[
|\tilde{f}_n(t) - \tilde{f}(t)| = \lim_{s \to t^+} |f_n(s) - f(s)| \leq \frac{\varepsilon}{2} < \varepsilon
\]

holds for every \( t \in [a, b) \) and every \( n \geq n_\varepsilon. \) Consequently,

\[
\lim_{n \to \infty} ||\tilde{f}_n - \tilde{f}||_\infty = 0, \quad \text{i.e., } \tilde{f}_n \Rightarrow \tilde{f} \quad \text{on } [a, b].
\]

Similarly, we would show that \( \hat{f}_n \Rightarrow \hat{f} \) on \([a, b]. \) \qed

In the remaining part of this chapter, we present several statements which will be useful later (in particular, in Chapters 6 and 7). Note that if the assumptions of Lemma \([4.2.3]\) are satisfied, then it follows that

\[
f(t^+) = \lim_{n \to \infty} f_n(t^+) \quad \text{for each } t \in [a, b),
\]

and
\[ f(t-) = \lim_{n \to \infty} f_n(t-) \quad \text{for each } t \in (a, b); \]

this observation leads to the following corollary.

4.2.4 Corollary. The sets

\[
\begin{align*}
G_L([a, b]) &= \{ f \in G([a, b]) : f(t-) = f(t) \text{ for } t \in (a, b) \}, \\
\tilde{G}_L([a, b]) &= \{ f \in G([a, b]) : f(t-) = f(t) \text{ for } t \in (a, b) \}, \\
G_R([a, b]) &= \{ f \in G([a, b]) : f(t+) = f(t) \text{ for } t \in [a, b) \}, \\
\tilde{G}_R([a, b]) &= \{ f \in G([a, b]) : f(t+) = f(t) \text{ for } t \in [a, b) \}, \\
G_{\text{reg}}([a, b]) &= \{ f \in G([a, b]) : f(t-) + f(t+) = 2f(t) \text{ for } t \in (a, b), \\
& \quad f(a+) = f(a), \quad f(b-) = f(b) \}, \\
\tilde{G}_{\text{reg}}([a, b]) &= \{ f \in G([a, b]) : f(t-) + f(t+) = 2f(t) \text{ for } t \in (a, b) \}
\end{align*}
\]

are closed in \( G([a, b]) \).

4.2.5 Remark. If a regulated function \( f \) satisfies \( f(t-) + f(t+) = 2f(t) \) for \( t \in (a, b) \), we say that \( f \) is regular on \( (a, b) \). Functions from the space \( G_{\text{reg}}([a, b]) \) are said to be regular on the closed interval \([a, b]\).

4.2.6 Lemma. The following relations hold:

\[
\begin{align*}
\text{cl}(G_L([a, b]) \cap S([a, b])) &= G_L([a, b]), \\
\text{cl}(\tilde{G}_L([a, b]) \cap S([a, b])) &= \tilde{G}_L([a, b]), \\
\text{cl}(G_R([a, b]) \cap S([a, b])) &= G_R([a, b]), \\
\text{cl}(\tilde{G}_R([a, b]) \cap S([a, b])) &= \tilde{G}_R([a, b]), \\
\text{cl}(G_{\text{reg}}([a, b]) \cap S([a, b])) &= G_{\text{reg}}([a, b]), \\
\text{cl}(\tilde{G}_{\text{reg}}([a, b]) \cap S([a, b])) &= \tilde{G}_{\text{reg}}([a, b]).
\end{align*}
\]

Proof. We will prove only the next to last assertion, the other ones can be proved similarly.

Let arbitrary \( f \in G_{\text{reg}}([a, b]) \) and \( \varepsilon > 0 \) be given. By Hönig’s Theorem (Theorem 4.1.5), there is a \( \varphi \in S([a, b]) \) such that

\[ \| f - \varphi \|_\infty < \varepsilon. \]
It follows that
\[
|f(t) - \varphi(t)| = \lim_{s \to t} |f(s) - \varphi(s)| \leq \varepsilon \quad \text{for } t \in (a, b),
\]
and
\[
|f(t) - \varphi(t)| = \lim_{s \to t} |f(s) - \varphi(s)| \leq \varepsilon \quad \text{for } t \in [a, b].
\] (4.2.6)

Define
\[
\tilde{\varphi}(t) = \begin{cases} 
\varphi(a+) & \text{if } t = a, \\
\frac{1}{2} \left( \varphi(t+) + \varphi(t-) \right) & \text{if } t \in (a, b), \\
\varphi(b-) & \text{if } t = b.
\end{cases}
\] (4.2.7)

Then \( \tilde{\varphi} \in S([a, b]) \cap G_{\text{reg}}([a, b]) \). Furthermore, by (4.2.5) and (4.2.7), we have
\[
|f(a) - \tilde{\varphi}(a)| = |f(a) - \varphi(a)| \leq \varepsilon, \quad |f(b) - \tilde{\varphi}(b)| = |f(b) - \varphi(b)| \leq \varepsilon
\]
and, by (4.2.6) and (4.2.7),
\[
|f(t) - \tilde{\varphi}(t)| = \frac{1}{2} (f(t+) + f(t-)) - \frac{1}{2} (\varphi(t+) + \varphi(t-)) \leq \varepsilon
\]
for \( t \in (a, b) \). In other words, we have \( \|f - \tilde{\varphi}\|_{\infty} \leq \varepsilon \), wherefrom the desired equality \( \text{cl}(G_{\text{reg}}([a, b]) \cap S([a, b])) = G_{\text{reg}}([a, b]) \) follows. \( \square \)

4.2.7 Exercise. Prove the remaining assertions of Lemma 4.2.6.

4.2.8 Lemma. The following relations hold:
\[
G_L([a, b]) \cap S([a, b]) = \text{Lin} \left( \left\{ \chi_{[a, \tau]} : \tau \in [a, b] \right\} \right),
\]
\[
\bar{G}_L[a, b] \cap S([a, b]) = \text{Lin} \left( \left\{ \chi_{[a, \tau]}, \chi_{[\tau, b]} : \tau \in [a, b] \right\} \right),
\]
\[
G_R([a, b]) \cap S([a, b]) = \text{Lin} \left( \left\{ \chi_{[\tau, b]}, : \tau \in [a, b] \right\} \right),
\]
\[
\bar{G}_R[a, b] \cap S([a, b]) = \text{Lin} \left( \left\{ \chi_{[a, \tau]}, \chi_{[\tau, b]} : \tau \in [a, b] \right\} \right),
\]
\[
G_{\text{reg}}([a, b]) \cap S([a, b]) = \text{Lin} \left( \left\{ \chi_{[a, b]}, \chi_{[a, \tau]}, \chi_{[\tau, b]} : \tau \in (a, b) \right\} \right),
\]
\[
\bar{G}_{\text{reg}}[a, b] \cap S([a, b]) = \text{Lin} \left( \left\{ \chi_{[a, b]}, \chi_{[a, \tau]}, \chi_{[\tau, b]} : \tau \in (a, b) \right\} \right).
\]

Proof. Notice that the first statement follows from Remark 4.2.2 (ii); from the set (4.2.4) of functions generating the whole set \( S([a, b]) \), we have selected those which are left-continuous on \( (a, b) \).
Next, we will show the proof of the fifth relation. To this aim, let \( f \in S([a, b]) \cap G_{\text{reg}}([a, b]) \) be given. Then there are \( m \in \mathbb{N} \), \( x_0, x_1, \ldots, x_{m+1} \in \mathbb{R} \) and a division \( \alpha = \{ \alpha_0, \alpha_1, \ldots, \alpha_m \} \) of \([a, b]\) such that

\[
\begin{align*}
\alpha_k &= \begin{cases} 
  x_1, & \text{if } t \in [a, \alpha_1), \\
  x_j, & \text{if } t \in (\alpha_{j-1}, \alpha_j) \text{ for a certain } j \in \{2, \ldots, m\}, \\
  \frac{x_j + x_{j+1}}{2}, & \text{if } t = \alpha_j \text{ for a certain } j \in \{1, \ldots, m-1\}, \\
  x_m, & \text{if } t \in (\alpha_{m-1}, b].
\end{cases}
\end{align*}
\]

Therefore,

\[
f(t) = \chi_{[a, \alpha_1]}(t) \ x_1 + \sum_{j=2}^{m-1} \chi_{(\alpha_{j-1}, \alpha_j)}(t) \ x_j + \chi_{(\alpha_{m-1}, b)}(t) \ x_m \\
+ \frac{1}{2} \left( \sum_{j=1}^{m-1} \chi_{[\alpha_j]}(t) \ (x_j + x_{j+1}) \right) \quad \text{for } t \in [a, b].
\]

This relation can be rearranged as follows:

\[
f(t) = \chi_{[a, b]}(t) \ x_1 - \chi_{[a_1]}(t) \ x_1 - \chi_{(\alpha_1, b]}(t) \ x_1 \\
+ \sum_{j=2}^{m} \chi_{(\alpha_{j-1}, b]}(t) \ x_j - \sum_{j=2}^{m-1} \chi_{[\alpha_j]}(t) \ x_j - \sum_{j=2}^{m-1} \chi_{(\alpha_j, b]}(t) \ x_j \\
+ \frac{1}{2} \left( \sum_{j=1}^{m-1} \chi_{[\alpha_j]}(t) \ (x_j + x_{j+1}) \right) \\
= \chi_{[a, b]}(t) \ x_1 + \sum_{j=1}^{m-1} \chi_{(\alpha_{j-1}, b]}(t) \ x_{j+1} - \sum_{j=1}^{m-1} \chi_{(\alpha_j, b]}(t) \ x_j \\
- \sum_{j=1}^{m-1} \chi_{[\alpha_j]}(t) \ x_j + \frac{1}{2} \left( \sum_{j=1}^{m-1} \chi_{[\alpha_j]}(t) \ (x_j + x_{j+1}) \right) \\
= \chi_{[a, b]}(t) \ x_1 + \sum_{j=1}^{m-1} \chi_{(\alpha_{j-1}, b]}(t) \ x_{j+1} - \sum_{j=1}^{m-1} \chi_{(\alpha_j, b]}(t) \ x_j \\
- \sum_{j=1}^{m-1} \chi_{[\alpha_j]}(t) \ x_j + \frac{1}{2} \left( \sum_{j=1}^{m-1} \chi_{[\alpha_j]}(t) \ (x_j + x_{j+1}) \right) \\
= \chi_{[a, b]}(t) \ x_1 + \sum_{j=1}^{m} \left[ \chi_{(\alpha_{j-1}, b]}(t) + \frac{1}{2} \chi_{[\alpha_j]}(t) \right] \ (x_{j+1} - x_j) \\
= \chi_{[a, b]}(t) \ x_1 + \sum_{j=1}^{m} \left[ \chi_{(\alpha_{j-1}, b]}(t) + \frac{1}{2} \chi_{[\alpha_j]}(t) \right] \bar{x}_j,
\]

where

\[
\bar{x}_1 = x_1, \quad \text{and} \quad \bar{x}_j = x_j - x_{j-1} \quad \text{for } j \in \{2, \ldots, m\}. \quad (4.2.9)
\]
This means that
\[ f \in \text{Lin}\left(\left\{ \chi_{(a,b)}, \frac{1}{2} \chi_{[\tau]} + \chi_{(\tau,b)} : \tau \in (a, b) \right\}\right), \]
wherefrom the fifth statement of the lemma follows.

The other statements of the lemma may be proved in a similar way. \( \square \)

4.3 Relatively compact subsets of \( G([a, b]) \)

Recall that a subset \( M \) of a Banach space \( X \) is \textit{relatively compact} if any sequence of its elements contains a convergent subsequence. It is known (see e.g. \cite{30}, Theorem 1.6.15 or \cite{154}, Theorem, p.13) that \( M \) is relatively compact if and only if it is \textit{totally bounded}, i.e., if for each \( \epsilon > 0 \) there is a finite set \( D_{\epsilon} \subset X \) such that for every \( x \in M \) there exists a \( d \in D_{\epsilon} \) satisfying \( \|x - d\|_{X} < \epsilon \). Such a set \( D_{\epsilon} \) is called an \( \epsilon \)-\textit{net} for \( M \) in \( X \).

The following assertion is not surprising.

4.3.1 Lemma. Each totally bounded set is bounded.

\textbf{Proof.} Let \( M \subset X \) be totally bounded and let
\[ D = \{d_1, d_2, \ldots, d_m\} \subset X \]
be such that for each \( x \in M \), there is \( d_x \in D \) satisfying \( \|x - d_x\|_{X} < 1 \). Thus, for an arbitrary \( x \in M \) we have
\[ \|x\|_{X} \leq \|x - d_x\|_{X} + \|d_x\|_{X} \leq K, \]
where \( K = 1 + \max\{\|d_1\|_{X}, \ldots, \|d_m\|_{X}\} \) does not depend on \( x \in M \). \( \square \)

In the space \( C([a, b]) \) of continuous functions we have the following criterion for relative compactness known as the Arzelà-Ascoli theorem. Its proof can be found in many functional analysis textbooks, see e.g. Theorem 8.2.12 in \cite{143}.

4.3.2 Theorem (Arzelà-Ascoli). A subset \( M \) of the space \( C([a, b]) \) is relatively compact if and only if the following conditions are satisfied:

(i) There is a \( c^* \in [0, \infty) \) such that \( \|f\|_{\infty} \leq c^* \) for each \( f \in M \).

(ii) For each \( \epsilon > 0 \) there is a \( \delta > 0 \) such that \( |f(t) - f(s)| < \epsilon \) holds for each \( f \in M \) and each \( t, s \in [a, b] \) satisfying \( |t - s| < \delta \).
If the condition (i) from the Arzelà-Ascoli theorem is satisfied, we say that the set $M$ is \textit{uniformly bounded}, while if the condition (ii) is satisfied, we say that the set $M$ is \textit{equicontinuous}. Thus, Theorem 4.3.2 can be reformulated as follows:

A subset of $C([a, b])$ is relatively compact if and only if it is uniformly bounded and equicontinuous.

We will derive an analogous criterion for subsets of the space $G([a, b])$ with the notion of equicontinuity replaced by the related notion of \textit{equiregulatedness}. The definition of this notion resembles the definition of equicontinuity with ordinary limits replaced by the one-sided ones.

4.3.3 Definition. A subset $M$ of $G([a, b])$ is called \textit{equiregulated} if the following conditions hold:

- For each $\varepsilon > 0$ and $\tau \in (a, b]$ there is a $\delta_1(\tau) \in (0, \tau - a)$ such that
  \[|f(\tau -) - f(t)| < \varepsilon\] for all $t \in (\tau - \delta_1(\tau), \tau)$ and $f \in M$.

- For each $\varepsilon > 0$ and $\tau \in [a, b)$ there is a $\delta_2(\tau) \in (0, b - \tau)$ such that
  \[|f(\tau +) - f(t)| < \varepsilon\] for all $t \in (\tau, \tau + \delta_2(\tau))$ and $f \in M$.

The next characterization of equiregulated sets of functions will be helpful later.

4.3.4 Lemma. The following statements are equivalent:

(i) $M \subset G([a, b])$ is equiregulated.

(ii) For every $\varepsilon > 0$ there exists a division $\alpha$ of $[a, b]$ such that for every $f \in M$, $j \in \{1, \ldots, \nu(\alpha)\}$ and $s, t \in (\alpha_{j-1}, \alpha_j)$, we have $|f(s) - f(t)| < \varepsilon$.

Proof. a) The proof of the implication (i) $\implies$ (ii) is almost identical with the proof of the implication (i) $\implies$ (iii) in Theorem 4.1.5: we leave it as an exercise for the reader.

b) Let an arbitrary $\varepsilon > 0$ be given, and let $\alpha$ be the corresponding division from condition (ii).

Choose an arbitrary $\tau \in (a, b]$. There is a unique $j \in \{1, \ldots, \nu(\alpha)\}$ such that $\tau \in (\alpha_{j-1}, \alpha_j]$. For all $t, s \in (\alpha_{j-1}, \tau)$ and $f \in M$ we have $|f(s) - f(t)| < \varepsilon$. Letting $s \to \tau-$ we get

\[|f(\tau -) - f(t)| \leq \varepsilon\] for all $t \in (\tau - \delta_1, \tau)$ and $f \in M$,

where $\delta_1 = \tau - \alpha_{j-1}$.
Analogously, if \( \tau \in [a, b) \), there exists a unique \( j \in \{1, \ldots, \nu(\alpha)\} \) such that
\[
\tau \in [\alpha_{j-1}, \alpha_j).
\]
Hence, \( |f(s) - f(t)| < \varepsilon \) holds for all \( t, s \in (\tau, \alpha_j) \) and \( f \in M \).
Letting \( s \to \tau^+ \) yields
\[
|f(\tau^+) - f(t)| \leq \varepsilon \quad \text{for all} \quad t \in (\tau, \tau + \delta_2), \quad f \in M,
\]
where \( \delta_2 = \alpha_j - \tau \).
This shows that \( M \subset G([a, b]) \) is equiregulated. \( \square \)

4.3.5 Exercise. Prove the implication (i) \( \implies \) (ii) from Lemma 4.3.4.

We now proceed to the analogue of the Arzelà-Ascoli theorem in the world of regulated functions, which reads as follows.

4.3.6 Theorem (Fraňková). A subset \( M \) of \( G([a, b]) \) is relatively compact if and only if it is uniformly bounded and equiregulated.

Proof. a) Let \( M \subset G([a, b]) \) be relatively compact. We will show that \( M \) is uniformly bounded and equiregulated. The uniform boundedness of functions from \( M \) follows from Lemma 4.3.1. It remains to show that \( M \) is equiregulated.

Let \( \varepsilon > 0 \) and \( \tau \in [a, b] \) be given and let \( F = \{f_1, f_2, \ldots, f_m\} \) be an \( \varepsilon/3 \)-net for the set \( M \) in \( G([a, b]) \). This means that
\[
\text{for any} \quad f \in M \quad \text{there is an} \quad \tilde{f} \in F \quad \text{such that} \quad \|f - \tilde{f}\|_{\infty} < \frac{\varepsilon}{3}. \tag{4.3.1}
\]

Consequently, the inequalities
\[
\begin{align*}
|f(t) - \tilde{f}(t)| &\leq \frac{\varepsilon}{3} \quad \text{for} \quad t \in (a, b], \\
|f(t) - \tilde{f}(t)| &\leq \frac{\varepsilon}{3} \quad \text{for} \quad t \in [a, b)
\end{align*}
\]
hold for any \( f \in M \) and any \( \tilde{f} \) satisfying (4.3.1). All the functions \( f_k \in F \) are regulated on \( [a, b] \). Hence, for a given \( \tau \in (a, b) \) and every \( k \in \{1, 2, \ldots, m\} \), there is a \( \delta_1^k \in (0, \tau - a) \) such that
\[
|f_k(t) - f_k(\tau -)| < \varepsilon \quad \text{for} \quad t \in (\tau - \delta_1^k, \tau). \tag{4.3.3}
\]
Similarly, for a given \( \tau \in [a, b) \) and every \( k \in \{1, 2, \ldots, m\} \), there is a \( \delta_2^k \in (0, b - \tau) \) such that
\[
|f_k(t) - f_k(\tau +)| < \varepsilon \quad \text{for} \quad t \in (\tau, \tau + \delta_2^k). \tag{4.3.4}
\]
Set
\[
\delta = \begin{cases} 
\min\{\delta_i^k : i = 1, 2; k = 1, \ldots, m\} & \text{if} \quad \tau \in (a, b), \\
\min\{\delta_1^k : k = 1, \ldots, m\} & \text{if} \quad \tau = b, \\
\min\{\delta_2^k : k = 1, \ldots, m\} & \text{if} \quad \tau = a.
\end{cases}
\]
If } a \leq \tau - \delta < t < \tau \leq b, \text{ then by } (4.3.1)-(4.3.4) \text{ the inequalities}

\[ |f(t) - f(\tau -)| \leq |f(t) - \tilde{f}(t)| + |\tilde{f}(t) - \tilde{f}(\tau -)| + |\tilde{f}(\tau -) - f(\tau -)| < \varepsilon \]

hold for any } f \in M \text{ and any } \tilde{f} \text{ corresponding to } f \text{ by } (4.3.1). \text{ Similarly, we can prove that}

\[ |f(t) - f(\tau +)| < \varepsilon \quad \text{for all } f \in M \]

whenever } a \leq \tau - \delta < t < \tau \leq b. \text{ Consequently, the set } M \text{ is equiregulated.}

b) \text{ Now, assume that } M \text{ is uniformly bounded and equiregulated. We will show that } M \text{ is relatively compact in } G([a, b]). \text{ It suffices to show that } M \text{ is totally bounded, i.e., that for every } \varepsilon > 0 \text{ the set } M \text{ has a finite } \varepsilon - \text{net in } G([a, b]).

Let an arbitrary } \varepsilon > 0 \text{ be given, and let } \alpha \text{ be the corresponding division of } [a, b] \text{ from part (ii) of Lemma 4.3.4.}

Since } M \text{ is uniformly bounded, there is a } c^* > 0 \text{ such that } ||f||_{\infty} \leq c^* \text{ for all } f \in M. \text{ Let } z = \{z_0, z_1, \ldots, z_n\} \text{ be a division of } [-c^*, c^*] \text{ such that}

\[ |z| = \max_{1 \leq j \leq n} (z_j - z_{j-1}) < \frac{\varepsilon}{2}. \]

Let } F \text{ be the set of all functions } \tilde{f} : [a, b] \to \mathbb{R} \text{ which are constant on each of the intervals } (\alpha_{j-1}, \alpha_j), \ j = 1, \ldots, \nu(\alpha), \text{ and whose values belong to the set } z. \text{ The number of elements of } F \text{ is obviously finite.}

We will show that } F \text{ is an } \varepsilon - \text{net for } M \text{ in } G([a, b]). \text{ To this aim, consider an arbitrary function } f \in M. \text{ By the definition of } z, \text{ we know that}

- for each } j \in \{0, 1, \ldots, \nu(\alpha)\} \text{ there is a } k_j \in \{0, 1, \ldots, n\} \text{ such that}

\[ |f(\alpha_j) - z_{k_j}| < \frac{\varepsilon}{2}, \]

- for each } j \in \{1, \ldots, \nu(\alpha)\} \text{ there is an } \ell_j \in \{0, 1, \ldots, n\} \text{ such that}

\[ |f\left(\frac{\alpha_{j-1} + \alpha_j}{2}\right) - z_{\ell_j}| < \frac{\varepsilon}{2}. \]

Furthermore, by the definition of } \alpha, \text{ we have

\[ |f(t) - z_{\ell_j}| \leq |f(t) - f\left(\frac{\alpha_{j-1} + \alpha_j}{2}\right)| + |f\left(\frac{\alpha_{j-1} + \alpha_j}{2}\right) - z_{\ell_j}| < \varepsilon \]

for all } j \in \{1, \ldots, \nu(\alpha)\} \text{ and } t \in (\alpha_{j-1}, \alpha_j), \text{ as well. Let us define}

\[ \tilde{f}(t) = \begin{cases} z_{k_j} & \text{if } \quad t = \alpha_j \quad \text{for some } \ j \in \{0, 1, \ldots, m\}, \\ z_{\ell_j} & \text{if } \quad t \in (\alpha_{j-1}, \alpha_j) \quad \text{for some } \ j \in \{1, \ldots, m\}. \end{cases} \]
Obviously, \( \tilde{f} \in F \) and \( \| f - \tilde{f} \|_\infty < \varepsilon \). Thus \( F \) is an \( \varepsilon \)-net for \( M \) in \( G([a, b]) \), and the proof is complete. \( \square \)

The next assertion shows that the condition of uniform boundedness can be weakened.

4.3.7 Corollary. A subset \( M \) of the space \( G([a, b]) \) is relatively compact if and only if it is equiregulated and

\[
\{ f(t) : f \in M \} \text{ is bounded for each } t \in [a, b]. \tag{4.3.5}
\]

Proof. If \( M \subset G([a, b]) \) is uniformly bounded, then it obviously satisfies condition (4.3.5). Hence, by Fraňková’s Theorem 4.3.6, any relatively compact subset \( M \) of \( G([a, b]) \) is equiregulated and satisfies (4.3.5). It remains to prove the reverse implication. To this aim, assume that \( M \) is equiregulated and satisfies (4.3.5). We will show that \( M \) is uniformly bounded. By Lemma 4.3.4 we can choose a division \( \alpha \) of \([a, b]\) such that

\[
|f(t) - f(s)| < 1
\]

for all \( t, s \in (\alpha_{j-1}, \alpha_j) \), \( j \in \{1, \ldots, m\} \) and \( f \in M \),

where \( m = \nu(\alpha) \). By our assumption (4.3.5), there exist constants \( \gamma_j, j = 0, 1, \ldots, m \), and \( \tilde{\gamma}_j, j = 1, \ldots, m \), such that the estimates

\[
\begin{align*}
|f(\alpha_j)| &\leq \gamma_j & \text{for } j = 0, 1, \ldots, m, \\
|f\left(\frac{1}{2}(\alpha_{j-1} + \alpha_j)\right)| &\leq \tilde{\gamma}_j & \text{for } j = 1, \ldots, m
\end{align*}
\]

hold for all \( f \in M \). This, together with (4.3.6), implies that the estimate

\[
|f(t)| < |f\left(\frac{1}{2}(\alpha_{j-1} + \alpha_j)\right)| + 1 \leq \tilde{\gamma}_j + 1
\]

if \( t \in (\alpha_{j-1}, \alpha_j) \) and \( j \in \{1, \ldots, m\} \),

holds for each \( f \in M \). According to (4.3.7) and (4.3.8) we have \( \| f \|_\infty < c^* \) for any \( f \in M \), where

\[
\begin{align*}
\gamma^* &= \max\{\gamma_j : j = 0, 1, \ldots, m\}, \\
\tilde{\gamma}^* &= \max\{\tilde{\gamma}_j : j = 1, \ldots, m\}, \\
c^* &= \max\{\gamma^*, \tilde{\gamma}^*\} + 1.
\end{align*}
\]

Hence, the set \( M \) is uniformly bounded and the proof is complete. \( \square \)

We conclude this section by another useful criterion for the relative compactness in \( G([a, b]) \).
4.3.8 Corollary. Let $M \subset G([a, b])$. Assume that the set $\{f(a) : f \in M\}$ is bounded and there exists a nondecreasing function $h : [a, b] \rightarrow \mathbb{R}$ such that

$$|f(t) - f(s)| \leq |h(t) - h(s)| \text{ for all } t, s \in [a, b] \text{ and } f \in M.$$  \hfill (4.3.9)

Then $M$ is relatively compact in $G([a, b])$.

Proof. By assumption, there is $K \in [0, \infty)$ such that $|f(a)| \leq K$ for any $f \in M$. Consequently,

$$|f(x)| \leq |f(a)| + |f(x) - f(a)| \leq K + h(b) - h(a)$$

for all $x \in [a, b]$ and $f \in M$. Thus, the set $M$ is uniformly bounded.

Now, let an arbitrary $\varepsilon > 0$ be given. Obviously, $h \in G([a, b])$. Hence, by Hönig’s Theorem 4.1.5, there is a division $\alpha$ of $[a, b]$ such that

$$|h(t) - h(s)| < \varepsilon \text{ for all } t, s \in (\alpha_{j-1}, \alpha_j), j \in \{1, \ldots, \nu(\alpha)\}.$$ 

It follows that

$$|f(t) - f(s)| \leq |h(t) - h(s)| < \varepsilon$$

for arbitrary $t, s \in (\alpha_{j-1}, \alpha_j)$, $j \in \{1, \ldots, \nu(\alpha)\}$, and $f \in M$. By Lemma 4.3.4, the set $M$ is equiregulated. Finally, by Fraňková’s Theorem 4.3.6, $M$ is relatively compact in $G([a, b])$. \hfill $\square$

4.3.9 Remark. Corollary 4.3.8 provides a sufficient condition for the relative compactness of sets in $G([a, b])$. Note that this condition is not necessary: If (4.3.9) holds, it is easy to verify that $\var{f_n} \leq h(b) - h(a)$ for each $f \in M$. However, in general, regulated functions need not have bounded variation.

The next assertion shows that if $M \subset G([a, b])$ is a pointwise convergent sequence of functions which satisfy (4.3.9), then necessarily this sequence converges uniformly.

4.3.10 Corollary. Assume that $\{f_n\} \subset G([a, b])$ is a sequence which is pointwise convergent to $f : [a, b] \rightarrow \mathbb{R}$. Moreover, suppose there exists a nondecreasing function $h : [a, b] \rightarrow \mathbb{R}$ such that

$$|f_n(t) - f_n(s)| \leq |h(t) - h(s)| \text{ for all } t, s \in [a, b] \text{ and } n \in \mathbb{N}.$$ 

Then $\{f_n\}$ converges uniformly to $f$ on $[a, b]$. 

Proof. Corollary 4.3.8 implies that each subsequence of $\{f_n\}$ has a subsequence which is uniformly convergent. Obviously, the uniform limit of this subsequence is necessarily $f$. 

Now, suppose that \( \{ f_n \} \) is not uniformly convergent to \( f \). Then there exists an \( \varepsilon > 0 \) such that for each \( k \in \mathbb{N} \), there is an index \( n_k \in \mathbb{N} \) with the property that \( \| f_{n_k} - f \|_\infty \geq \varepsilon \). It follows that \( \{ f_{n_k} \} \) has no subsequence which is uniformly convergent to \( f \), and this is a contradiction.

More information about regulated functions can be found in Hönig’s monograph [60] (see Section I.3 there). Other useful results (e.g., characterization of compact sets in \( G([a,b]) \) or a generalization of Helly’s Choice Theorem) are included in D. Fraňková’s paper [39].
Chapter 5

Riemann-Stieltjes integral

The answer to some problems mentioned in the introductory chapter is provided by the Riemann-Stieltjes integral, which is a natural generalization of the well-known Riemann integral.

5.1 Definition and basic properties

Recall that a set \( \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\} \) of points from an interval \([a, b]\) is called a division of the interval \([a, b]\) if
\[
a = \alpha_0 < \alpha_1 < \cdots < \alpha_m = b.
\]
The set of all divisions of the interval \([a, b]\) is denoted by \(\mathscr{D}[a, b]\). The elements of a division \(\alpha\) of \([a, b]\) are usually denoted by \(\alpha_j\), \(\nu(\alpha)\) is the index of the maximum element (i.e., \(\alpha_{\nu(\alpha)} = b\)) and
\[
|\alpha| = \max_{j=1,\ldots,m} (\alpha_j - \alpha_{j-1}).
\]
We say that a division \(\alpha'\) of \([a, b]\) is a refinement of \(\alpha\) if \(\alpha' \supset \alpha\).

5.1.1 Definition. A pair \(P = (\alpha, \xi)\) of finite subsets of \([a, b]\) is called a partition (or also a tagged division) of the interval \([a, b]\) if \(\alpha\) is a division of \([a, b]\), \(\xi = \{\xi_1, \ldots, \xi_{\nu(\alpha)}\}\), and
\[
\alpha_{j-1} \leq \xi_j \leq \alpha_j \quad \text{for all } j = 1, \ldots, \nu(\alpha).
\]
We say that \(\xi_j\) is the tag of the subinterval \([\alpha_{j-1}, \alpha_j]\) and \(\xi\) is the set of tags of the division \(\alpha\).

Sequences of divisions or partitions will be denoted by \(\{\alpha^n\}\) or \(\{(\beta^n, \eta^n)\}\), respectively; we use upper indices to avoid confusion with the elements of the sets \(\alpha, \beta, \eta\), etc.

5.1.2 Definition. Given a pair of functions \(f, g: [a, b] \to \mathbb{R}\) and a partition \(P = (\alpha, \xi)\) of the interval \([a, b]\), we define
\[
S(f, dg, P; [a, b]) := \sum_{j=1}^{\nu(\alpha)} f(\xi_j) [g(\alpha_j) - g(\alpha_{j-1})].
\]
If \([a, b]\) and \(f, g\) are fixed and no misunderstanding can happen, we write \(S(f, dg, P)\), \(S(\alpha, \xi)\), or even \(S(P)\) instead of \(S(f, dg, P; [a, b])\).
5.1.3 Definition. Let \( f, g : [a, b] \to \mathbb{R} \).

(i) We say that the Riemann-Stieltjes \((\delta)\)-integral (shortly \((\delta)\)RS-integral) of \( f \) with respect to \( g \)

\[
(\delta) \int_a^b f(x) \, dg(x) \quad (\text{we also write } (\delta) \int_a^b f \, dg)
\]

exists and has a value \( I \in \mathbb{R} \) if

for every \( \varepsilon > 0 \) there is a \( \delta_\varepsilon > 0 \) such that

\[
|S(P) - I| < \varepsilon
\]

for all partitions \( P = (\alpha, \xi) \) of \([a, b]\) such that \( |\alpha| < \delta_\varepsilon \).

\[
(5.1.1)
\]

(ii) We say that the Riemann-Stieltjes \((\sigma)\)-integral (shortly \((\sigma)\)RS-integral) of \( f \) with respect to \( g \)

\[
(\sigma) \int_a^b f(x) \, dg(x) \quad (\text{we also write } (\sigma) \int_a^b f \, dg)
\]

exists and has a value \( I \in \mathbb{R} \) if

for every \( \varepsilon > 0 \) there is a division \( \alpha_\varepsilon \) of \([a, b]\) such that \( |\alpha| < \delta_\varepsilon \).

\[
(5.1.2)
\]

(iii) For any \( c \in [a, b] \) we set

\[
(\delta) \int_c^c f \, dg = (\sigma) \int_c^c f \, dg = 0.
\]

If the integral \((\delta) \int_a^b f \, dg\) or \((\sigma) \int_a^b f \, dg\) exists, we define

\[
(\delta) \int_a^b f \, dg = - (\delta) \int_b^a f \, dg \quad \text{or} \quad (\sigma) \int_a^b f \, dg = - (\sigma) \int_b^a f \, dg,
\]

respectively.

5.1.4 Remark. Our \((\delta)\)RS-integral corresponds to the original Stieltjes’ definition, while the \((\sigma)\)RS-integral is also known as the Moore-Pollard integral.

The classical Riemann integral is a special case of the \((\delta)\)RS-integral for \( g(x) \equiv x \) on \([a, b]\).

If we speak about the RS-integral without distinguishing between the \((\delta)\) or \((\sigma)\) variant, we mean that the given statement holds for both integrals. In such and other cases when no misunderstanding can occur we do not include the symbol \((\delta)\) or \((\sigma)\) before the integral sign.

The function \( f \) in the integral \( \int_a^b f \, dg \) is called the integrand, while the function \( g \) is called the integrator.
5.1.5 Exercise. Prove that Definition 5.1.3 is correct in the sense that the value of the integral is determined uniquely, i.e., if \( I_1 \in \mathbb{R} \) and \( I_2 \in \mathbb{R} \) satisfy (5.1.1) (with \( I \) replaced by \( I_1 \) or \( I_2 \)), then \( I_1 = I_2 \) (and similarly for (5.1.2)).

5.1.6 Exercises. Prove the following assertions for both kinds of the RS-integral:

(i) If the function \( g \) is constant, then \( \int_a^b f \, dg = 0 \) for any function \( f : [a, b] \to \mathbb{R} \).

(ii) If the function \( f \) is constant, then \( \int_a^b f \, dg = f(a) (g(b) - g(a)) \) for any function \( g : [a, b] \to \mathbb{R} \).

From Definition 5.1.3, we can easily conclude that the \( (\delta) \) RS-integral is a special case of the \( (\sigma) \) RS-integral in the following sense.

5.1.7 Theorem. If \( \int_a^b f \, dg \exists \), then \( \int_a^b f \, dg \exists \) as well and has the same value.

Proof. The statement follows immediately from the fact that the inequality \( |\alpha''| \leq |\alpha'| \) holds for all divisions \( \alpha', \alpha'' \) of \( [a, b] \) such that \( \alpha'' \supset \alpha' \). \qed

5.1.8 Remark. Let an arbitrary \( \delta_0 > 0 \) be given. Then, in Definition 5.1.1(i), the condition (5.1.1) can be replaced by the following weaker condition:

For every \( \varepsilon > 0 \) there is a \( \delta_\varepsilon \in (0, \delta_0) \) such that

\[ |S(P) - I| < \varepsilon \]

for all partitions \( P = (\alpha, \xi) \) of \( [a, b] \) such that \( |\alpha| < \delta_\varepsilon \). \hspace{1cm} (5.1.1')

Similarly, if a division \( \alpha_0 \) of \( [a, b] \) is given, then, in Definition 5.1.3 (ii), the condition (5.1.2) can be replaced by the following weaker condition:

For every \( \varepsilon > 0 \) there is an \( \alpha_\varepsilon \in \mathcal{D}[a, b] \) such that \( \alpha_\varepsilon \supset \alpha_0 \) and

\[ |S(P) - I| < \varepsilon \]

for all partitions \( P = (\alpha, \xi) \) of \( [a, b] \) such that \( \alpha \supset \alpha_\varepsilon \). \hspace{1cm} (5.1.2')

5.1.9 Exercise. Verify the statements mentioned in Remark 5.1.8.

5.1.10 Example. Let \( a = -1 \), \( b = 1 \) and

\[
 f(x) = \begin{cases} 
 0 & \text{if } x \leq 0, \\
 1 & \text{if } x > 0, 
\end{cases} \quad \text{and} \quad g(x) = \begin{cases} 
 1 & \text{if } x < 0, \\
 0 & \text{if } x \geq 0. 
\end{cases}
\]

Set \( \alpha_0 = \{-1, 0, 1\} \). Then, for every division \( \alpha \) of \( [-1, 1] \) which is a refinement of \( \alpha_0 \) and for every partition \( P = (\alpha, \xi) \) of \( [a, b] \), there is a \( k \in \mathbb{N} \) such that
\[ \alpha_k = 0. \] Then
\[ S(P) = f(\xi_k) (g(0) - g(\alpha_k - 1)) + f(\xi_{k+1}) (g(\alpha_{k+1}) - g(0)) = 0, \]
because
\[ f(\xi_k) = 0 \quad \text{and} \quad g(\alpha_{k+1}) - g(0) = 0. \]

By the second part of Remark 5.1.8, we see that \( (\sigma) \int_{-1}^{1} f \, dg = 0. \)

On the other hand, for every partition \( P = (\alpha, \xi) \) of the interval \([-1, 1]\) such that \( 0 \notin \alpha \) there is a \( k \in \mathbb{N} \) such that \( \alpha_{k-1} < 0 < \alpha_k \), and consequently
\[ S(P) = f(\xi_k) (g(\alpha_k) - g(\alpha_k - 1)) = -f(\xi_k) = \begin{cases} 0 & \text{if } \xi_k \leq 0, \\ 1 & \text{if } \xi_k > 0. \end{cases} \]

Now it is clear that the integral \( (\delta) \int_{-1}^{1} f \, dg \) does not exist.

The following two lemmas hold for both kinds of the RS-integral and are direct corollaries of Definition 5.1.3.

5.1.11 Lemma. (i) If the integral \( \int_{a}^{b} f \, dg \) exists, then
\[ \left| \int_{a}^{b} f \, dg \right| \leq \| f \|_{\infty} \text{var}_{a}^{b} g. \]

(ii) If, in addition, \( g \in \text{BV}([a, b]) \) and the integral \( \int_{a}^{b} f(x) \, d(\text{var}_{a}^{x} g) \) exists, then
\[ \left| \int_{a}^{b} f \, dg \right| \leq \int_{a}^{b} |f(x)| \, d(\text{var}_{a}^{x} g) \leq \| f \|_{\infty} \text{var}_{a}^{b} g. \]

5.1.12 Remark. We will show later (cf. Corollary 5.3.10) that if \( f \) is bounded on \([a, b]\) then for both kinds of the RS-integral, the existence of the integral \( \int_{a}^{b} f(x) \, d(\text{var}_{a}^{x} g) \) already follows from the existence of the integral \( \int_{a}^{b} f \, dg \).

5.1.13 Lemma. Let \( f, f_1, f_2, g, g_1, g_2 : [a, b] \to \mathbb{R} \) and let all the integrals
\[ \int_{a}^{b} f_1 \, dg, \quad \int_{a}^{b} f_2 \, dg, \quad \int_{a}^{b} f \, dg_1 \quad \text{and} \quad \int_{a}^{b} f \, dg_2 \]
exist. Then for any \( c_1, c_2 \in \mathbb{R} \), the following relations hold:
\[ \int_{a}^{b} (c_1 f_1 + c_2 f_2) \, dg = c_1 \int_{a}^{b} f_1 \, dg + c_2 \int_{a}^{b} f_2 \, dg, \]
\[ \int_{a}^{b} f \, d(c_1 g_1 + c_2 g_2) = c_1 \int_{a}^{b} f \, dg_1 + c_2 \int_{a}^{b} f \, dg_2. \]
5.1.14 Exercises. (i) Prove Lemmas 5.1.11 and 5.1.13.
(ii) Prove the following statement for both kinds of the RS-integral:

If \( f, g : [a, b] \to \mathbb{R} \) are such that \( g \) is nondecreasing and the integral \( \int_a^b f \, dg \) exists, then

\[
\left( \inf_{x \in [a, b]} f(x) \right) (g(b) - g(a)) \leq \int_a^b f \, dg \leq \left( \sup_{x \in [a, b]} f(x) \right) (g(b) - g(a)).
\]

Both kinds of the RS-integral are, in a sense, generalized limits of integral sums with respect to partitions. It is thus not surprising that the following statement, which is an analogue of the classical Bolzano-Cauchy condition, holds.

5.1.15 Theorem (Bolzano-Cauchy condition).

Given a pair of functions \( f, g : [a, b] \to \mathbb{R} \), the integral \( (\delta) \int_a^b f \, dg \) exists if and only if

\[
\text{for every } \varepsilon > 0 \text{ there is a } \delta_\varepsilon > 0 \text{ such that } |S(P) - S(Q)| < \varepsilon
\]

for all partitions \( P = (\alpha, \xi), Q = (\beta, \eta) \) of \([a, b]\) such that \( |\alpha| < \delta_\varepsilon \) and \( |\beta| < \delta_\varepsilon \).

Similarly, the integral \( (\sigma) \int_a^b f \, dg \) exists if and only if

\[
\text{for every } \varepsilon > 0 \text{ there is a division } \alpha_\varepsilon \text{ of } [a, b] \text{ such that } |S(P) - S(Q)| < \varepsilon
\]

for all partitions \( P = (\alpha, \xi), Q = (\beta, \eta) \) of \([a, b]\) with \( \alpha \supset \alpha_\varepsilon \) and \( \beta \supset \alpha_\varepsilon \).

Proof. The necessity of the conditions (5.1.3) and (5.1.4) for the existence of the corresponding integrals is obvious from Definition 5.1.3.

We will prove that condition (5.1.4) guarantees the existence of the integral \( (\sigma) \int_a^b f \, dg \). If (5.1.4) is satisfied, there is a sequence \( \{P_k\} = \{(\alpha^k, \xi^k)\} \) of partitions of \([a, b]\) such that

\[
|S(P) - S(P_k)| < \frac{1}{k}
\]

for all partitions \( P = (\alpha, \xi) \) of \([a, b]\) such that \( \alpha \supset \alpha^k \), and

\[
\alpha^k \subset \alpha^\ell \text{ for } \ell \in \mathbb{N} \text{ and } \ell \geq k.
\]

In particular,

\[
|S(P_k) - S(P_k)| < \frac{1}{k}
\]

whenever \( k, \ell \in \mathbb{N} \) and \( \ell \geq k \).
The sequence \( \{S(P_k)\} \) is a Cauchy sequence of real numbers. Hence there exists an \( I \in \mathbb{R} \) such that \( \lim_{k \to \infty} S(P_k) = I \). Now, let \( \varepsilon > 0 \) be given. Choose \( k_\varepsilon \) in such a way that
\[
\frac{1}{k_\varepsilon} < \frac{\varepsilon}{2} \quad \text{and} \quad |S(P_{k_\varepsilon}) - I| < \frac{\varepsilon}{2}.
\] (5.1.7)

Then, combining (5.1.5) and (5.1.7), we deduce that
\[
|S(P) - I| \leq |S(P) - S(P_{k_\varepsilon})| + |S(P_{k_\varepsilon}) - I| < \varepsilon
\]
for every partition \( P = (\alpha, \xi) \) of \([a, b]\) such that \( \alpha \supset \alpha_{k_\varepsilon} \). Therefore \( I = (\sigma) \int_a^b f \, dg \).

In a similar way we can prove that condition (5.1.3) implies the existence of the integral \( (\delta) \int_a^b f \, dg \). \[ \square \]

5.1.16 Exercises. (i) Prove the assertion of Theorem 5.1.15 for \((\delta)\) RS-integrals.
(ii) Prove that conditions (5.1.3) or (5.1.4) are respectively equivalent to the following ones:

For every \( \varepsilon > 0 \) there is a \( \delta_\varepsilon > 0 \) such that
\[
|S(P) - S(Q)| < \varepsilon
\]
for all partitions \( P = (\alpha, \xi), Q = (\beta, \eta) \) of \([a, b]\) such that \( |\alpha| < \delta_\varepsilon, \beta \supset \alpha \). \( \quad \) (5.1.3')

For every \( \varepsilon > 0 \) there is a division \( \alpha_\varepsilon \) of \([a, b]\) such that
\[
|S(P) - S(Q)| < \varepsilon
\]
for all partitions \( P = (\alpha, \xi), Q = (\beta, \eta) \) of \([a, b]\) such that \( \beta \supset \alpha \supset \alpha_\varepsilon \). \( \quad \) (5.1.4')

\textit{Hint}: Let \( \alpha, \beta \) be divisions of \([a, b]\) and \( \alpha' = \alpha \cup \beta \). Then \( \alpha' \) is also a division of \([a, b]\), \( \alpha' \supset \alpha, \alpha' \supset \beta \) and
\[
|S(\alpha, \xi) - S(\beta, \eta)| \leq |S(\alpha, \xi) - S(\alpha', \xi')| + |S(\alpha', \xi') - S(\beta, \eta)|
\]
for all partitions \((\alpha, \xi), (\beta, \eta)\) and \((\alpha', \xi')\) of \([a, b]\).

The following theorem is a direct corollary of Theorem 5.1.15. It is valid for both kinds of the RS-integral.

5.1.17 Theorem. \textit{If the integral} \( \int_a^b f \, dg \) \textit{exists and} \([c, d] \subseteq [a, b]\), \textit{then the integral} \( \int_c^d f \, dg \) \textit{exists, as well.}
Proof. Assume that the integral \( \int_a^b f \, dg \) exists and let \( \varepsilon > 0 \) be given. By Theorem 5.1.15 there is a division \( \alpha_\varepsilon \) of \([a, b]\) such that

\[
|S(P) - S(P')| < \varepsilon \tag{5.1.8}
\]

holds for all partitions \( P = (\alpha, \xi), \ P' = (\alpha', \xi') \) of \([a, b]\) such that \( \alpha \supset \alpha_\varepsilon \) and \( \alpha' \supset \alpha_\varepsilon \). By Remark 5.1.8 we can assume that \( \{c, d\} \subset \alpha_\varepsilon \) and we can thus decompose \( \alpha_\varepsilon \) in such a way that

\[
\alpha_\varepsilon = \beta^- \cup \beta_\varepsilon \cup \beta^+,
\]

where \( \beta^- \) is a division of \([a, c]\), \( \beta_\varepsilon \) is a division of \([c, d]\), and \( \beta^+ \) is a division of \([d, b]\). Now, let \( (\beta, \eta) \) and \( (\beta', \eta') \) be partitions of \([c, d]\) such that \( \beta \supset \beta_\varepsilon \) and \( \beta' \supset \beta_\varepsilon \). Define

\[
\alpha = \beta^- \cup \beta \cup \beta^+, \quad \eta = (\eta^-, \eta, \eta^+) \quad \text{and} \quad \alpha' = \beta^- \cup \beta' \cup \beta^+, \quad (\eta^-, \eta', \eta^+),
\]

where \( (\beta^-, \eta^-) \) is a partition of \([a, c]\) and \( (\beta^+, \eta^+) \) is a partition of \([d, b]\). Obviously, \( (\alpha, \xi) \) and \( (\alpha', \xi') \) are partitions of \([a, b]\), \( \alpha \supset \alpha_\varepsilon \), \( \alpha' \supset \alpha_\varepsilon \),

\[
S(\alpha, \xi) = S(\beta^-, \eta^-) + S(\beta, \eta) + S(\beta^+, \eta^+)
\]

and

\[
S(\alpha', \xi') = S(\beta^-, \eta^-) + S(\beta', \eta') + S(\beta^+, \eta^+).
\]

Thus, by (5.1.8) we have

\[
|S(\beta, \eta) - S(\beta', \eta')| = |S(\alpha, \xi) - S(\alpha', \xi')| < \varepsilon
\]

and, by Theorem 5.1.15, this yields the existence of the integral \( \int_c^d f \, dg \). \( \square \)

The statement of the theorem for the \((\delta)\)RS-integral can be proved analogously; we leave it as an exercise to the reader. \( \square \)

5.1.18 Exercise. Prove Theorem 5.1.17 for the \((\delta)\)RS-integral.

The following statement holds for both kinds of the RS-integral.

5.1.19 Theorem. If the integral \( \int_a^b f \, dg \) exists and \( c \in [a, b] \), then both the integrals \( \int_a^c f \, dg \) and \( \int_c^b f \, dg \) exist and satisfy

\[
\int_a^b f \, dg = \int_a^c f \, dg + \int_c^b f \, dg.
\]

Proof. If \( c = a \) or \( c = b \), the statement of the theorem is trivial. Thus, let \( c \in (a, b) \) and let the integral \( \int_a^c f \, dg \) exist. Then the existence of the integrals \( \int_a^c f \, dg \) and \( \int_c^b f \, dg \) is guaranteed by Theorem 5.1.17.
Let $\varepsilon > 0$. Choose partitions $P' = (\alpha', \xi')$ of $[a, c]$ and $P'' = (\alpha'', \xi'')$ of $[c, b]$ in such a way that
\[
\left| S(P') - \int_a^c f \, dg \right| + \left| S(P'') - \int_c^b f \, dg \right| + \left| S(P) - \int_a^b f \, dg \right| < \varepsilon,
\]
where $\alpha = \alpha' \cup \alpha''$, $\xi = \xi' \cup \xi''$ and $P = (\alpha, \xi)$.

Obviously, $S(P) = S(P') + S(P'')$. Hence,
\[
\left| \int_a^b f \, dg - \int_a^c f \, dg - \int_c^b f \, dg \right| \\
\leq \left| \int_a^b f \, dg - S(P) \right| + \left| S(P) - S(P') - S(P'') \right| \\
+ \left| S(P') - \int_a^c f \, dg \right| + \left| S(P'') - \int_c^b f \, dg \right| < \varepsilon.
\]
As $\varepsilon > 0$ was arbitrary, this completes the proof. \hfill \Box

5.1.20 Exercise. Why does the existence of the integrals
\[
\int_a^b f \, dg, \quad \int_a^c f \, dg, \quad \int_c^b f \, dg
\]
imply the existence of partitions $P'$ of $[a, c]$ and $P''$ of $[c, b]$ such that (5.1.9) holds?

The converse of Theorem 5.1.19 is easily shown to be valid for the $(\sigma)$ RS-integral.

5.1.21 Theorem. If $c \in [a, b]$ and if the integrals
\[
I_1 = (\sigma) \int_a^c f \, dg \quad \text{and} \quad I_2 = (\sigma) \int_c^b f \, dg
\]
exist, then also the integral $(\sigma) \int_a^b f \, dg$ exists and equals $I_1 + I_2$.

Proof. Let $\varepsilon > 0$ be given. Choose divisions $\alpha'_\varepsilon$ of $[a, c]$ and $\alpha''_\varepsilon$ of $[c, b]$ such that
\[
\left| S(P') - I_1 \right| < \varepsilon \quad \text{for all partitions } P' = (\alpha', \xi') \text{ of } [a, c] \text{ such that } \alpha' \supset \alpha'_\varepsilon,
\]
\[
\left| S(P'') - I_2 \right| < \varepsilon \quad \text{for all partitions } P'' = (\alpha'', \xi'') \text{ of } [c, b] \text{ such that } \alpha'' \supset \alpha''_\varepsilon.
\]
Now, let $\alpha_\varepsilon = \alpha'_\varepsilon \cup \alpha''_\varepsilon$. Since $c \in \alpha_\varepsilon$, every partition $P = (\alpha, \xi)$ of $[a, b]$ satisfying $\alpha \supset \alpha_\varepsilon$ can be decomposed to partitions $P' = (\alpha', \xi')$ of $[a, c]$ and $P'' = (\alpha'', \xi'')$ of $[c, b]$ in such a way that
\[
\alpha = \alpha' \cup \alpha'' \text{ and } \xi = \xi' \cup \xi'', \quad \text{where } \alpha' \supset \alpha'_\varepsilon \text{ and } \alpha'' \supset \alpha''_\varepsilon.
\]
Moreover, \( S(P) = S(P') + S(P'') \), and the definitions of \( \alpha_\varepsilon' \) and \( \alpha_\varepsilon'' \) imply
\[
\left| S(P) - (I_1 + I_2) \right| \leq \left| S(P') - I_1 \right| + \left| S(P'') - I_2 \right| < 2 \varepsilon
\]
for every partition \( P = (\alpha, \xi) \) of \([a, b]\) such that \( \alpha \supset \alpha_\varepsilon \). This completes the proof of the theorem.

5.1.22 Remark. To get an analogous statement also for the \((\delta)\) RS-integral, we have to assume the pseudo-additivity of the functions \( f, g \) at the point \( c \); see Definition 5.2.1 and Exercise 5.2.10.

For the existence of the \((\delta)\) RS-integral, we have the following necessary and sufficient condition.

5.1.23 Theorem. For each pair \( f, g : [a, b] \to \mathbb{R} \), the integral \((\delta) \int_a^b f \, dg \) exists if and only if
\[
\lim_{n \to \infty} S(P_n) \in \mathbb{R} \text{ for each sequence } \{ P_n \} = \{ (\alpha^n, \xi^n) \} \text{ of partitions of } [a, b] \text{ such that } \lim_{n \to \infty} |\alpha^n| = 0.
\]

Proof. The necessity of the condition (5.1.10) for the existence of the integral \((\delta) \int_a^b f \, dg \) is obvious; it remains to prove its sufficiency.

Thus, assume that (5.1.10) holds and let the sequences \( \{ P_n \} = \{ (\alpha^n, \xi^n) \} \) and \( \{ \tilde{P}_n \} = \{ (\tilde{\alpha}^n, \tilde{\xi}^n) \} \) of partitions of \([a, b]\) be such that
\[
\lim_{n \to \infty} |\alpha^n| = \lim_{n \to \infty} |\tilde{\alpha}^n| = 0
\]
and
\[
\lim_{n \to \infty} S(\alpha^n, \xi^n) = I \in \mathbb{R} \quad \text{and} \quad \lim_{n \to \infty} S(\tilde{\alpha}^n, \tilde{\xi}^n) = \tilde{I} \in \mathbb{R}.
\]

Now, consider the sequence \( \{ Q_n \} \) of partitions of \([a, b]\) given by
\[
Q_{2k-1} = P_k, \quad Q_{2k} = \tilde{P}_k \quad \text{for } k \in \mathbb{N}.
\]

By our assumption, the sequence \( \{ S(Q_n) \} \) has a finite limit \( J \in \mathbb{R} \), and since it contains both the sequences \( \{ S(P_n) \} \) and \( \{ S(\tilde{P}_n) \} \), we necessarily have \( I = \tilde{I} = J \). This means that the value of the limit
\[
I = \lim_{n \to \infty} S(P_n)
\]
does not depend on the choice of the sequence \( \{ P_n \} \) of partitions of \([a, b]\) for which \( \lim_{n \to \infty} |\alpha^n| = 0 \).

Now, assume that \((\delta) \int_a^b f \, dg \neq I \). Then there exists an \( \varepsilon > 0 \) such that for every \( k \in \mathbb{N} \) there is a partition \( P_k = (\alpha^k, \xi^k) \) of \([a, b]\) such that
\[
|\alpha^k| < 1/k \quad \text{and} \quad |S(P_k) - I| > \varepsilon.
\]
In other words, we have a sequence \( \{ P_k \} = \{ (\alpha_k^k, \xi_k^k) \} \) of partitions of \([a, b]\) such that
\[
\lim_{k \to \infty} |\alpha_k^k| = 0 \quad \text{and} \quad \lim_{k \to \infty} S(P_k) \neq I,
\]
which is a contradiction. Therefore \((\delta) \int_a^b f \, d g = I\). \(\square\)

5.1.24 Remark. Let \( x_0 \in (a, b) \), \( c, d \in \mathbb{R} \) and
\[
g(x) = \begin{cases} 
  c' & \text{if } x \in [a, x_0), \\
  c \in [c', c''] & \text{if } x = x_0, \\
  c'' & \text{if } x \in (x_0, d],
\end{cases}
\]
and let an arbitrary \( f \in G([a, b]) \) be given.

(i) Consider a sequence of divisions \( \{ \alpha_n^k \} \) of \([a, b]\) such that \( |\alpha_n^k| \to 0 \), while for every \( n \in \mathbb{N} \) there is a \( k_n \) such that \( \alpha_{k_n-1}^n < x_0 < \alpha_{k_n}^n \). Further, let \( \xi_n^k, \eta_n^k, \zeta_n^k \) be the sequences of sets of tags corresponding to \( \alpha_n^k \), \( n \in \mathbb{N} \), and such that
\[
\xi_{k_n}^n = x_0, \quad \alpha_{k_n-1}^n < \eta_{k_n}^n < x_0 \quad \text{and} \quad x_0 < \zeta_{k_n}^n \leq \alpha_{k_n}^n \quad \text{for every } n \in \mathbb{N}.
\]
Then
\[
S(\alpha_n^k, \xi_n^k) = f(x_0) (c'' - c') = f(x_0) \Delta g(x_0),
\]
\[
S(\alpha_n^k, \eta_n^k) = f(\eta_{k_n}^n) (c'' - c') = f(\eta_{k_n}^n) \Delta g(x_0),
\]
and
\[
S(\alpha_n^k, \zeta_n^k) = f(\zeta_{k_n}^n) (c'' - c') = f(\zeta_{k_n}^n) \Delta g(x_0)
\]
for every \( n \in \mathbb{N} \). Thus, if there is an \( I \in \mathbb{R} \) such that
\[
\lim_{n \to \infty} S(\alpha_n^k, \xi_n^k) = I
\]
for each sequence \( (\alpha_n^k, \xi_n^k) \) of partitions of \([a, b]\) fulfilling \( \lim_{n \to \infty} |\alpha_n^k| = 0 \), then either
\[
g(x_0-) = c' = g(x_0) = c = g(x_0+) = c'' \quad \text{or} \quad f(x_0-) = f(x_0) = f(x_0+)
\]
must hold. In view of Theorem 5.1.23, we can expect that if the integral \((\delta) \int_a^b f \, d g\) exists, then the functions \( f \) and \( g \) have no common point of discontinuity.

(ii) Now, let \( \alpha_0 \) be an arbitrary division of \([a, b]\) containing \( x_0 \). For each its refinement \( \alpha \), there is an index \( k = k(\alpha) \) such that \( x_0 = \alpha_k \). Hence for each
partition \((\alpha, \xi)\) such that \(\alpha \supset \alpha_0\) we have

\[
S(\alpha, \xi) = \begin{cases} 
  f(\xi_{k-1}) \Delta^- g(x_0) + f(\xi_k) \Delta^+ g(x_0) & \text{if } \xi_{k-1} < x_0 < \xi_k, \\
  f(x_0) \Delta^- g(x_0) + f(\xi_k) \Delta^+ g(x_0) & \text{if } \xi_{k-1} = x_0 < \xi_k, \\
  f(\xi_{k-1}) \Delta^- g(x_0) + f(x_0) \Delta^+ g(x_0) & \text{if } \xi_{k-1} < x_0 = \xi_k, \\
  f(x_0) \Delta^- g(x_0) + f(x_0) \Delta^+ g(x_0) & \text{if } \xi_{k-1} = x_0 = \xi_k.
\end{cases}
\]

and

\[
f(x_0-) \Delta^- g(x_0) + f(\xi_k) \Delta^+ g(x_0), \quad f(x_0) \Delta^- g(x_0) + f(x_0+) \Delta^+ g(x_0), \\
f(x_0-) \Delta^- g(x_0) + f(x_0) \Delta^+ g(x_0), \quad f(x_0) \Delta^- g(x_0) + f(x_0) \Delta^+ g(x_0)
\]

are the accumulation points of the set

\[
\Sigma = \left\{ S(\alpha, \xi) : (\alpha, \xi) \text{ is a partition of } [a, b] \text{ and } \alpha \supset \alpha_0 \right\}
\]

Of course, the integral \(\sigma \int_a^b f \, dg\) can exist only if the set \(\Sigma\) will have exactly one accumulation point. It is easy to see that this can happen only if

\[
\Delta^+ f(x_0) \Delta^+ g(x_0) = \Delta^- f(x_0) \Delta^- g(x_0) = 0
\]

### 5.2 Pseudo-additivity

The notion of pseudo-additivity enables us to better clarify the mutual relationship between the \((\delta)\) and \((\sigma)\) integrals.

#### 5.2.1 Definition

We say that functions \(f, g : [a, b] \to \mathbb{R}\) satisfy the condition of pseudo-additivity at a point \(x \in (a, b)\), if

for every \(\varepsilon > 0\) there is a \(\delta_\varepsilon > 0\) such that

\[
\left| f(\xi) (g(x + \delta') - g(x - \delta')) - f(\xi') (g(x) - g(x - \delta')) \right| - f(\xi'') (g(x + \delta'') - g(x)) < \varepsilon
\]

holds whenever \(\delta', \delta'' \in (0, \delta_\varepsilon)\) and

\[
x \in [x - \delta', x + \delta''], \; \xi' \in [x - \delta', x], \; \xi'' \in [x, x + \delta''].
\]

(PA)
5.2.2 Remark. It is sometimes more convenient to reformulate the condition (PA) as follows:

For every \( \varepsilon > 0 \) there is a \( \delta_\varepsilon > 0 \) such that

\[
|f(\xi) (g(x'') - g(x')) - f(\xi') (g(x) - g(x')) - f(\xi'') (g(x'') - g(x))| < \varepsilon
\]

holds whenever \( x' \in (x - \delta_\varepsilon, x), \ x'' \in (x, x + \delta_\varepsilon) \) and \( \xi \in [x', x''], \ \xi' \in [x', x], \ \xi'' \in [x, x''] \). (PA')

5.2.3 Example. Let

\[
f(x) = \begin{cases} 
0 & \text{if } x \leq 0, \\
1 & \text{if } x > 0,
\end{cases}
\]

\( g(x) = \begin{cases} 1 & \text{if } x \leq 0, \\
0 & \text{if } x > 0.\end{cases} \)

If \( x' < 0 < x'', \ \xi \in [x', x''], \ \xi' \in [x', 0], \ \xi'' \in [0, x''] \), then

\[
|f(\xi) (g(x'') - g(x')) - f(\xi') (g(0) - g(x')) - f(\xi'') (g(x'') - g(0))| = |f(\xi) + f(\xi'')| = 1
\]

whenever \( \xi \leq 0 \) and \( \xi'' > 0 \). Thus, the functions \( f, g \) do not satisfy the condition (PA) at the point 0.

5.2.4 Lemma. If \( f, g : [a, b] \to \mathbb{R} \) satisfy the condition of pseudo-additivity at \( x \in (a, b) \), then at least one of the functions \( f, g \) is continuous at \( x \).

On the other hand, if one of the functions \( f, g \) is continuous at \( x \in (a, b) \) and the other one is bounded on a neighborhood of \( x \), then the functions \( f, g \) satisfy the condition of pseudo-additivity at the point \( x \).

Proof. a) Let \( x \in (a, b) \) and \( f, g \) satisfy the condition (PA') of pseudo-additivity at \( x \). If we substitute \( \xi = \xi' \) into (PA'), we get that for each \( \varepsilon > 0 \) there is a \( \delta_\varepsilon > 0 \) such that

\[
|f(\xi) - f(\xi'')| |g(x'') - g(x)| = |f(\xi') - f(\xi'')| |g(x'') - g(0)| < \varepsilon
\]

holds whenever

\( x' \in (x - \delta_\varepsilon, x), \ x'' \in (x, x + \delta_\varepsilon) \) and \( \xi' = \xi \in [x', x], \ \xi'' \in [x, x''] \). (5.2.1)

In particular, it has to be

\[
|\Delta^+ f(x)| |\Delta^+ g(x)| = |\Delta f(x)| |\Delta^+ g(x)| = 0.
\]

Therefore, \( f \) has to be continuous at \( x \) whenever \( g \) is not continuous from the right at \( x \). Similarly, by setting \( \xi = \xi'' \) in (PA'), we can deduce that if \( g \) is not continuous from the left at \( x \), then \( f \) has to be continuous at \( x \).
b) Let \( x \in (a, b), \ x' \in [a, x), \ x'' \in (x, b], \ \xi \in [x', x''], \ \xi' \in [x, x'], \ \xi'' \in [x, x''] \). Then
\[
|f(\xi') (g(x'') - g(x')) - f(\xi') (g(x) - g(x')) - f(\xi) (g(x'') - g(x)) - f(\xi) (g(x) - g(x'))| \\
= |(f(\xi) - f(\xi')) (g(x) - g(x')) - (f(\xi') - f(\xi)) (g(x'') - g(x))| \\
\leq |f(\xi) - f(\xi')| |g(x) - g(x')| + |f(\xi') - f(\xi)| |g(x'') - g(x)| \\
+ (|f(\xi'') - f(x)| + |f(x) - f(\xi)|) (g(x'' - g(x))|,
\]
wherefrom the second statement of the lemma easily follows. \( \square \)

5.2.5 Lemma. If \( f, g : [a, b] \rightarrow \mathbb{R} \) are such that the integral \( (\delta) \int_a^b f \, dg \) exists, then they satisfy the condition of pseudo-additivity at every point \( x \in (a, b) \).

Proof. Assume that the integral \( (\delta) \int_a^b f \, dg \) exists and at the same time, \( (\text{PA}) \) does not hold at some point \( x \in (a, b) \). Then there exists an \( \varepsilon > 0 \) such that for every \( \delta > 0 \) it is possible to find points \( x', x'', \eta', \eta'', \eta \) such that
\[
\begin{align*}
x' & \in (x - \delta, x), \ x'' \in (x, x + \delta), \\
\eta & \in [x', x''], \ \eta' \in [x', x] \quad \text{and} \quad \eta'' \in [x, x'']
\end{align*}
\]
and
\[
|f(\eta) (g(x'') - g(x')) - f(\eta') (g(x) - g(x')) - f(\eta'') (g(x'') - g(x)) - f(\eta) (g(x'' - g(x))| \geq \varepsilon. \tag{5.2.2}
\]

Now, let \( \delta > 0 \) and \( x', x'', \eta', \eta'', \eta \) be given such that (5.2.2) hold and let \( P = (\alpha, \xi) \) with be a partition of \( [a, b] \) such that
\[
|\alpha| < \delta, \ \alpha_{k-1} = x' < x < x'' = \alpha_k \quad \text{and} \quad \xi_k = \eta \quad \text{for some} \ k \in \{1, \ldots, \nu(\alpha)\}. \]

Put \( \tilde{\alpha} = \alpha \cup \{x\}, \ \tilde{\xi} = (\xi_1, \ldots, \xi_{k-1}, \eta', \eta'', \xi_{k+1}, \ldots, \xi_{\nu(\alpha)}) \) and \( \tilde{P} = (\tilde{\alpha}, \tilde{\xi}). \) Note that \( |\tilde{\alpha}| < \delta \). We have
\[
|S(P) - S(\tilde{P})| = |f(\xi_k) [g(\alpha_k) - g(\alpha_{k-1})] - f(\eta') [g(x) - g(\alpha_{k-1})] - f(\eta'') [g(\alpha_k) - g(x)]| \\
= |f(\eta) [g(x'') - g(x')] - f(\eta') [g(x) - g(x')] - f(\eta'') [g(x'') - g(x)]| \\
\geq \varepsilon.
\]
This means that the condition (5.1.3) is not satisfied and hence, in view of Theorem 5.1.15, the integral \( (\delta) \int_a^b f \, dg \) does not exist. \( \square \)

The following statement is a corollary of Lemmas 5.2.4 and 5.2.5.
5.2.6 Theorem. Let \( f, g : [a, b] \to \mathbb{R} \) be such that the integral \((\delta) \int_a^b f \, dg\) exists. Then for each \( x \in (a, b) \) at least one of the functions \( f, g \) is continuous at \( x \).

We know that the \((\delta) RS\)-integral is a special case of the \((\sigma) RS\)-integral (see Theorem 5.1.7). The following theorem shows that the concept of pseudo-additivity enables us to clarify the relationship between these integrals in the opposite direction, too.

5.2.7 Theorem. Let \( f, g : [a, b] \to \mathbb{R} \). Then the integral \((\delta) \int_a^b f \, dg\) exists if and only if the integral \((\sigma) \int_a^b f \, dg\) exists and the pair \( f, g \) satisfies the condition of pseudo-additivity at every point \( x \in (a, b) \).

Proof. First, assume that \((\delta) \int_a^b f \, dg\) exists. Then, by Theorem 5.1.7, \((\sigma) \int_a^b f \, dg\) exists as well and has the same value. Furthermore, by Lemma 5.2.5 the functions \( f, g \) satisfy the condition of pseudo-additivity at every point \( x \in (a, b) \).

Conversely, assume that the integral \((\sigma) \int_a^b f \, dg = I\) exists and the functions \( f, g \) satisfy the condition of pseudo-additivity at every point \( x \in (a, b) \). Let \( \varepsilon > 0 \) be given and let the division \( \alpha_x = \{s_0, s_1, \ldots, s_r\} \) of \([a, b]\) be such that \( r \geq 2 \) and

\[
|S(Q) - I| < \varepsilon \quad \text{for all partitions } Q = (\beta, \eta) \text{ of } [a, b] \text{ such that } \beta \supseteq \alpha_x. \tag{5.2.3}
\]

Set

\[
\delta_x := \min \{s_i - s_{i-1} : i \in \{1, \ldots, r\}\}. \tag{5.2.4}
\]

Since the functions \( f, g \) satisfy the condition of pseudo-additivity on \((a, b)\), there exists a \( \delta_x \in (0, \delta_x) \) such that for every \( i \in \{1, \ldots, r-1\} \), the inequality

\[
\begin{align*}
| f(\xi) (g(s''_i) - g(s'_i)) - f(\xi') (g(s_i) - g(s'_i)) - f(\xi'')(g(s''_i) - g(s_i)) | &< \frac{\varepsilon}{r-1} \\
\end{align*}
\]

holds whenever

\[
s_i' \in (s_i - \delta_x, s_i), \quad s_i'' \in (s_i, s_i + \delta_x), \quad \xi \in [s_i', s''_i], \quad \xi' \in [s_i, s_i'], \quad \xi'' \in [s_i, s''_i]. \tag{5.2.5}
\]

Let \( P = (\alpha, \xi) \) be a partition of \([a, b]\) and let \( |\alpha| < \delta_x \).

By (5.2.4), for any \( j \in \{1, \ldots, m\} \) the set \((\alpha_{j-1}, \alpha_j) \cap \alpha_x\) is either a singleton or empty. Let

\[
U_1 = \{j \in \{1, \ldots, \nu(\alpha)\} : (\alpha_{j-1}, \alpha_j) \cap \alpha_x = \emptyset\},
\]

\[
U_2 = \{1, \ldots, \nu(\alpha)\} \setminus U_1.
\]

Then, for every \( j \in U_2 \) there is a unique \( i(j) \in \{1, \ldots, r-1\} \) such that \( s_i(j) \in (\alpha_{j-1}, \alpha_j) \). Thus, the cardinality of \( U_2 \) does not exceed \( r - 1 \).
Now, set \( \beta = \alpha \cup \alpha_e \). Then
\[
|\beta| < \delta_e < \delta_a
\] (5.2.6)
and for every \( j \in U_1 \), there exists a unique \( k(j) \in \{1, \ldots, \nu(\beta)\} \) such that
\[
[\beta_{k(j)-1}, \beta_{k(j)}] = [\alpha_{j-1}, \alpha_j].
\] (5.2.7)
If \( j \in U_2 \), then there exists exactly one \( \ell(j) \in \{1, \ldots, \nu(\beta) - 1\} \) such that
\[
\beta_{\ell(j)-1} = \alpha_{j-1}, \quad \beta_{\ell(j)} = s_i(j), \quad \beta_{\ell(j)+1} = \alpha_j.
\] (5.2.8)
Choose a partition \( Q = (\beta, \eta) \) of \([a, b]\) such that
\[
\eta_{k(j)} = \xi_j, \quad \text{if} \quad j \in U_1.
\] (5.2.9)
Now, we compare the integral sums \( S(P) \) and \( S(Q) \). We have
\[
S(P) = \sum_{j \in U_1} f(\xi_j) (g(\alpha_j) - g(\alpha_{j-1})) + \sum_{j \in U_2} f(\xi_j) (g(\alpha_j) - g(\alpha_{j-1})).
\]
Let \( V_1 = \{k(j): j \in U_1\}, \ V_2 = \{1, \ldots, \nu(Q)\} \setminus V_1 \). Then by (5.2.7)–(5.2.9),
\[
S(Q) = \sum_{k \in V_1} f(\eta_k) (g(\beta_k) - g(\beta_{k-1})) + \sum_{k \in V_2} f(\eta_k) (g(\beta_k) - g(\beta_{k-1}))
\]
\[
= \sum_{j \in U_1} f(\eta_{k(j)}) (g(\beta_{k(j)}) - g(\beta_{k(j)-1})) + \sum_{\ell \in U_2} f(\eta_\ell) (g(\beta_\ell) - g(\beta_{\ell-1}))
\]
\[
= \sum_{j \in U_1} f(\xi_j) (g(\alpha_j) - g(\alpha_{j-1}))
\]
\[
+ \sum_{j \in U_2} f(\xi_j) (g(s_i(j)) - g(\alpha_{j-1})),
\]
Hence
\[
S(P) - S(Q) = \sum_{j \in U_2} f(\xi_j) (g(\alpha_j) - g(\alpha_{j-1}))
\]
\[
- \sum_{j \in U_2} (f(\eta_{k(j)}) (g(s_i(j)) - g(\alpha_{j-1})) + f(\eta_{\ell(j)+1}) (g(\alpha_j) - g(s_i(j)))).
\]
i.e., \(|S(P) - S(Q)| \leq \sum_{j \in U_2} |W_j|\), where

\[
W_j = f(\xi_j) (g(\alpha_j) - g(\alpha_{j-1})) - f(\eta(j)) (g(s_{ij(j)}) - g(\alpha_{j-1})) - f(\eta(j)+1) (g(\alpha_j) - g(s_{ij(j)})).
\]

Let us recall that by (5.2.6) and (5.2.8) we have

\[
\alpha_{j-1}, \alpha_j \subseteq (s_{ij(j)} - \delta, s_{ij(j)} + \delta), \quad \xi_j \subseteq [\alpha_{j-1}, \alpha_j],
\]

\[
\eta(j) \subseteq [\alpha_{j-1}, s_{ij(j)}], \quad \eta(j)+1 \subseteq [s_{ij(j)}, \alpha_j] \quad \text{for } j \in U_2.
\]

By (5.2.5), \(|W_j| < \frac{\varepsilon}{r - 1}\) for every \(j \in U_2\), and therefore (using the fact that the cardinality of \(U_2\) does not exceed \(r - 1\)) we have

\[
|S(P) - S(Q)| \leq \sum_{j \in U_2} |W_j| < \varepsilon.
\]

Finally, by (5.2.3) and in view of the definition of \(\beta\), we get

\[
|S(P) - I| \leq |S(P) - S(Q)| + |S(Q) - I| < 2 \varepsilon.
\]

This means that \((\delta) \int_a^b f \, dg = I\). \(\square\)

5.2.8 Corollary. Assume that \((\sigma) \int_a^b f \, dg\) exists and for each \(x \in (a, b)\), at least one of the functions \(f, g : [a, b] \to \mathbb{R}\) is continuous at \(x\), while the other one is bounded on a neighborhood of \(x\). Then \((\delta) \int_a^b f \, dg\) exists and equals \((\sigma) \int_a^b f \, dg\).

Proof. By Lemma 5.2.4, the pair \(f, g\) satisfies the condition of pseudo-additivity at every point \(x \in (a, b)\). By Theorem 5.2.7, the integral \((\delta) \int_a^b f \, dg\) exists as well. The equality \((\delta) \int_a^b f \, dg = (\sigma) \int_a^b f \, dg\) follows from Theorem 5.1.7. \(\square\)

5.2.9 Remark. In particular, if \(g(x) \equiv x\) and \(f\) is bounded on \([a, b]\), then the definitions of the integrals \((\delta) \int_a^b f(x) \, dx\) and \((\sigma) \int_a^b f(x) \, dx\) coincide.

5.2.10 Exercise. Prove the following statement:
If \(c \in [a, b]\), the integrals \((\delta) \int_a^c f \, dg\) and \((\delta) \int_c^b f \, dg\) exist, and \(f, g\) satisfy the condition of pseudo-additivity at \(c\), then the integral \((\delta) \int_a^b f \, dg\) exists and

\[
(\delta) \int_a^b f \, dg = (\delta) \int_a^c f \, dg + (\delta) \int_c^b f \, dg.
\]

Hint: Make use of Theorems 5.1.21 and 5.2.7.
5.3 Absolute integrability

We now introduce the following notation.

5.3.1 Definition. Let $-\infty < c < d < \infty$ and $f, g : [c, d] \to \mathbb{R}$. Then we define

$$\mathcal{G}_{f \Delta g}[c, d] = \left\{ |S(f, dg, P) - S(f, dg, P')| : P, P' \text{ are partitions of } [c, d] \right\}$$

and

$$\omega(S_{f \Delta g}; [c, d]) = \sup \mathcal{G}_{f \Delta g}[c, d].$$

The following modifications of the Bolzano-Cauchy condition will be useful.

5.3.2 Theorem. Let $f, g : [a, b] \to \mathbb{R}$. Then the following assertions hold:

(i) The integral $(\delta) \int_a^b f dg$ exists if and only if

$$\text{for every } \varepsilon > 0 \text{ there is a } \delta_\varepsilon > 0 \text{ such that }$$

$$\sum_{j=1}^{\nu(\alpha)} \omega(S_{f \Delta g}; [\alpha_{j-1}, \alpha_j]) < \varepsilon$$

holds for all divisions $\alpha$ of $[a, b]$ such that $|\alpha| < \delta_\varepsilon$.

(ii) The integral $(\sigma) \int_a^b f dg$ exists if and only if

$$\text{for every } \varepsilon > 0 \text{ there is a division } \alpha_\varepsilon \text{ of } [a, b] \text{ such that }$$

$$\sum_{j=1}^{\nu(\alpha)} \omega(S_{f \Delta g}; [\alpha_{j-1}, \alpha_j]) < \varepsilon$$

holds for all divisions $\alpha$ of $[a, b]$ such that $\alpha \supset \alpha_\varepsilon$.

Proof. We will show that the condition (5.3.3) is necessary and sufficient for the existence of the $(\delta)$ RS-integral.

a) Assume that (5.1.3) holds. Let $\bar{\varepsilon} > 0$, $\varepsilon = \bar{\varepsilon}/2$, and let $\delta_\varepsilon$ be defined by the condition (5.1.3). Let a division $\alpha$ of $[a, b]$ be such that $|\alpha| < \delta_\varepsilon$. Denote $m = \nu(\alpha)$ and, for every $j \in \{1, \ldots, m\}$, choose partitions $P_j = (\alpha^j, \xi^j)$, $\tilde{P_j} = (\tilde{\alpha}^j, \tilde{\xi}^j)$ of $[\alpha_{j-1}, \alpha_j]$ such that

$$\omega(S_{f \Delta g}, [\alpha_{j-1}, \alpha_j]) < S(P_j) - S(\tilde{P_j}) + \frac{\varepsilon}{m}. \quad (5.3.5)$$
Further, define
\[ \beta = \bigcup_{j=1}^{m} \alpha^j, \quad \eta = \bigcup_{j=1}^{m} \xi^j, \quad \tilde{\beta} = \bigcup_{j=1}^{m} \tilde{\alpha}^j, \quad \tilde{\eta} = \bigcup_{j=1}^{m} \tilde{\xi}^j. \]

Then \( Q = (\beta, \eta) \) and \( \tilde{Q} = (\tilde{\beta}, \tilde{\eta}) \) are partitions of \([a, b]\), and
\[ |\beta| < \delta_\varepsilon \quad \text{and} \quad |\tilde{\beta}| < \delta_\varepsilon. \]

Hence, using (5.1.3) and (5.3.5) we get
\[
\sum_{j=1}^{m} \omega \left( S_f g; [\alpha_{j-1}, \alpha_j] \right) < \sum_{j=1}^{m} \left( S(P_j) - S(\tilde{P}_j) + \frac{\varepsilon}{m} \right) = S(Q) - S(\tilde{Q}) + \varepsilon < 2\varepsilon = \tilde{\varepsilon}.
\]

Since \( \tilde{\varepsilon} > 0 \) was arbitrary, it follows that condition (5.3.3) is satisfied.

b) For the proof of the reverse implication, assume that (5.3.3) holds. We will prove that condition (5.1.3') is satisfied.

Choose an arbitrary \( \varepsilon > 0 \). Let \( \delta_\varepsilon \) be defined by (5.3.3) and let \( P = (\alpha, \xi) \) and \( \tilde{P} = (\tilde{\alpha}, \tilde{\xi}) \) be partitions of \([a, b]\) such that \( |\alpha| < \delta_\varepsilon \) and \( \tilde{\alpha} \supset \alpha \). Set \( m = \nu(P) \). Then for each \( j \in \{1, \ldots, m\} \) there is a partition \( P_j = (\alpha^j, \xi^j) \) of \([\alpha_{j-1}, \alpha_j]\) such that
\[ \tilde{\alpha} = \bigcup_{j=1}^{m} \alpha^j \quad \text{and} \quad \tilde{\xi} = \bigcup_{j=1}^{m} \xi^j. \]

In view of the assumption (5.3.3), we get
\[
|S(P) - S(\tilde{P})| \leq \sum_{j=1}^{m} \left| f(\xi_j) \left( g(\alpha_j) - g(\alpha_{j-1}) \right) - S(P_j) \right| \\
\leq \sum_{j=1}^{m} \omega \left( S_f g; [\alpha_{j-1}, \alpha_j] \right) < \varepsilon.
\]

Therefore, (5.1.3') holds.

The equivalence of the condition (5.3.4) with the Bolzano-Cauchy condition for the existence of the \((\sigma)RS\)-integral can be proved analogously; the detailed proof is left as an exercise for the reader. 

5.3.3 Exercise. Prove the statement of Theorem 5.3.2 for \((\sigma)RS\)-integrals.
5.3.4 Lemma. Let \( f, g : [a, b] \to \mathbb{R} \) and \( [c, d] \subset [a, b] \). Then

\[
\omega_{[c,d]}(f) |g(d) - g(c)| \leq \omega(S_f \Delta g; [c, d]) \leq \omega_{[c,d]}(f) \text{var}^d g,
\]

(5.3.6)

where

\[
\omega(f) = \sup_{s,t \in I} |f(t) - f(s)|
\]
denotes the modulus of oscillation of \( f \) over interval \( I \).

**Proof.**

a) Let \( \alpha = \beta = \{c, d\} \), \( \xi, \eta \in [c, d] \) and \( \xi = \{\xi\} \), \( \eta = \{\eta\} \). Then \( \alpha, \xi \) and \( \beta, \eta \) are partitions of \( [c, d] \), and thus

\[
|f(\xi) - f(\eta)| |g(d) - g(c)| \in \mathcal{S}(f, dg, [c, d])
\]

and

\[
\omega_{[c,d]}(f) |g(d) - g(c)| \leq \sup \mathcal{S}_{f \Delta g}[c, d] = \omega(S_f \Delta g; [c, d]).
\]

b) On the other hand, if \( Q = (\beta, \eta) \) and \( \tilde{Q} = (\tilde{\beta}, \tilde{\eta}) \) are partitions of \( [c, d] \) and \( \alpha = \beta \cup \tilde{\beta} \), then \( \alpha \) is a division of \( [c, d] \) and

\[
|S(Q) - S(\tilde{Q})| = \left| \sum_{j=1}^{\nu(\alpha)} (f(\eta_j') - f(\tilde{\eta}_j')) (g(\alpha_j) - g(\alpha_{j-1})) \right|
\]

where \( \eta_j' = \eta_k \) if \( [\alpha_{j-1}, \alpha_j] \subset [\beta_{k-1}, \beta_k] \) and \( \tilde{\eta}_j = \tilde{\eta}_k \) if \( [\alpha_{j-1}, \alpha_j] \subset [\tilde{\beta}_{k-1}, \tilde{\beta}_k] \).

Consequently,

\[
|S(Q) - S(\tilde{Q})| \leq \sum_{j=1}^{\nu(\alpha)} |f(\eta_j') - f(\tilde{\eta}_j')| |g(\alpha_j) - g(\alpha_{j-1})|
\]

\[
\leq \omega_{[c,d]}(f) V(g, \alpha) \leq \omega_{[c,d]}(f) \text{var}^d g,
\]

and finally

\[
\omega(S_f \Delta g; [c, d]) = \sup \mathcal{S}_{f \Delta g}[c, d] \leq \omega_{[c,d]}(f) \text{var}^d g.
\]

This proves that the inequalities (5.3.6) hold. \( \square \)

5.3.5 Remark. If \( \text{var}^d g = \infty \), then the second inequality from (5.3.6) is trivial.

The following result indicates the role of bounded functions in the Riemann-Stieltjes integration theory. It implies that if \( \int_a^b f \, dg \) exists, then \( f \) is bounded on the complement of a finite collection of intervals where \( g \) is constant.
Let \( f, g : [a, b] \to \mathbb{R} \) be such that \( \int_a^b f \, dg \) exists. Then there exists a division \( \alpha \) of \([a, b]\) such that for each \( j \in \{1, \ldots, \nu(\alpha)\} \), \( f \) is bounded on \([\alpha_{j-1}, \alpha_j]\), or \( g \) is constant on \([\alpha_{j-1}, \alpha_j]\).

\[ \sum_{j=1}^{\nu(\beta)} \omega(S_{f \Delta g}; [\beta_{j-1}, \beta_j]) < \varepsilon \]

holds for all divisions \( \beta \) of \([a, b]\) satisfying \( \beta \supset \alpha \). In particular, we have

\[ \omega(S_{f \Delta g}; [c, d]) < \varepsilon \quad \text{for each} \quad [c, d] \subset [\alpha_{j-1}, \alpha_j] \quad \text{with} \quad j \in \{1, \ldots, \nu(\alpha)\}. \]

For each \([c, d] \subset [\alpha_{j-1}, \alpha_j]\), we also have (cf. the proof of Lemma 5.3.4)

\[ |f(\xi) - f(\eta)| |g(d) - g(c)| \leq \omega(S_{f \Delta g}; [c, d]) < \varepsilon \quad \text{whenever} \quad \xi, \eta \in [c, d]. \]

Observe that if \( \omega_{[c,d]}(f) = \infty \), then the previous inequality necessarily implies that \( |g(d) - g(c)| = 0 \), i.e., \( g(c) = g(d) \).

Let us prove that for each \( j \in \{1, \ldots, \nu(\alpha)\} \), \( f \) is bounded on \([\alpha_{j-1}, \alpha_j]\), or \( g \) is constant on \([\alpha_{j-1}, \alpha_j]\).

If \( f \) is unbounded on \([\alpha_{j-1}, \alpha_j]\) for a certain \( j \in \{1, \ldots, \nu(\alpha)\} \), then

\[ \omega_{[\alpha_{j-1},\alpha_j]}(f) = \infty. \]

Our previous reasoning leads to the conclusion that

\[ g(\alpha_j) = g(\alpha_{j-1}) = \gamma \quad \text{for a certain} \quad \gamma \in \mathbb{R}. \]

It remains to show that \( g(t) = \gamma \) for each \( t \in (\alpha_{j-1}, \alpha_j) \). Note that we necessarily have

\[ \omega_{[\alpha_{j-1},\alpha_1]}(f) = \infty \quad \text{or} \quad \omega_{[t,\alpha_j]}(f) = \infty. \]

The former possibility implies that \( g(t) = g(\alpha_{j-1}) = \gamma \), while the latter one implies \( g(t) = g(\alpha_j) = \gamma \). This completes the proof. \( \square \)

**5.3.7 Remark.** Assume that \( \int_a^b f \, dg \) exists. Since the value of the integral does not change if we change arbitrarily the values of \( f \) on the intervals where \( g \) is constant, we see from Theorem 5.3.6 that it is always possible to find a bounded function \( \tilde{f} : [a, b] \to \mathbb{R} \) such that \( \int_c^d f \, dg = \int_c^d \tilde{f} \, dg \) whenever \([c, d] \subset [a, b]\).
The next statement provides other necessary and sufficient conditions for the existence of both kinds of RS-integrals.

**5.3.8 Theorem.** Let \( f: [a, b] \to \mathbb{R} \), \( g \in \text{BV}( [a, b] ) \) and \( v(x) = \text{var}_x^a g \) for \( x \in [a, b] \). Then:

(i) The integral \( (\sigma) \int_a^b f \, dg \) exists if and only if the integral \( (\sigma) \int_a^b f \, dv \) exists.

(ii) If \( f \) is bounded on \([a, b]\), then the integral \( (\delta) \int_a^b f \, dg \) exists if and only if the integral \( (\delta) \int_a^b f \, dv \) exists.

**Proof.** a) For every interval \([c, d] \subset [a, b]\) we have \( \text{var}_c^d v = v(d) - v(c) \). Hence, by Lemma 5.3.4 (with \( g \) replaced by \( v \)),

\[
\sum_{j=1}^{\nu(\alpha)} \omega_{[\alpha_{j-1}, \alpha_j]}(f) (v(\alpha_j) - v(\alpha_{j-1})) = \sum_{j=1}^{\nu(\alpha)} \omega(S_f \Delta_v; [\alpha_{j-1}, \alpha_j])
\]

holds for any division \( \alpha \) of \([a, b]\). Consequently, using Lemma 5.3.4 for an arbitrary division \( \alpha \) of \([a, b]\) we deduce

\[
\sum_{j=1}^{\nu(\alpha)} \omega(S_f \Delta_v; [\alpha_{j-1}, \alpha_j]) \leq \sum_{j=1}^{\nu(\alpha)} \omega_{[\alpha_{j-1}, \alpha_j]}(f) \text{var}_{\alpha_{j-1}}^\alpha g
\]

\[
= \sum_{j=1}^{\nu(\alpha)} \omega_{[\alpha_{j-1}, \alpha_j]}(f) (v(\alpha_j) - v(\alpha_{j-1})) \sum_{j=1}^{\nu(\alpha)} \omega(S_f \Delta_v; [\alpha_{j-1}, \alpha_j]).
\]

Using Theorem 5.3.2, we can now easily prove that for both kinds of the RS-integral, the existence of \( \int_a^b f \, dv \) implies the existence of \( \int_a^b f \, dg \).

b) Assume that the integral \( (\sigma) \int_a^b f \, dg \) exists. We will prove that then the integral \( (\sigma) \int_a^b f \, dv \) exists as well.

Let \( \varepsilon > 0 \) be given. By Theorem 5.3.2, there exists a division \( \beta \) of \([a, b]\) such that

\[
\sum_{j=1}^{\nu(\alpha)} \omega(S_f \Delta_v; [\alpha_{j-1}, \alpha_j]) < \varepsilon \tag{5.3.7}
\]

holds for each its refinement \( \alpha \supseteq \beta \). We can also assume that

\[
0 \leq \text{var}_a^b g - V(g, \alpha) < \varepsilon \tag{5.3.8}
\]

holds for every division \( \alpha \) of \([a, b]\) such that \( \alpha \supseteq \beta \). Finally, according to Theorem 5.3.6, we can suppose that for each \( \alpha \supseteq \beta \) and \( j \in \{1, \ldots, \nu(\alpha)\} \), \( f \) is bounded on \([\alpha_{j-1}, \alpha_j]\), or \( g \) is constant on \([\alpha_{j-1}, \alpha_j]\). For each such division, denote by \( J_\alpha \) the set of all \( j \in \{1, \ldots, \nu(\alpha)\} \) such that \( f \) is bounded on \([\alpha_{j-1}, \alpha_j]\).
Let \( \alpha \) be a division of \([a, b]\) such that \( \alpha \supset \beta \). Using Lemma 5.3.4 we obtain

\[
\sum_{j=1}^{\nu(\alpha)} \omega(S_f \Delta; [\alpha_{j-1}, \alpha_j]) = \sum_{j \in J_\alpha} \omega(S_f \Delta; [\alpha_{j-1}, \alpha_j]) \\
\leq \sum_{j \in J_\alpha} \omega_{[\alpha_{j-1}, \alpha_j]}(f) \text{ var}_{\alpha_{j-1}} g \\
\leq \sum_{j \in J_\alpha} \omega_{[\alpha_{j-1}, \alpha_j]}(f) |g(\alpha_j) - g(\alpha_{j-1})| \\
+ \sum_{j \in J_\alpha} \omega_{[\alpha_{j-1}, \alpha_j]}(f) \left( \text{ var}_{\alpha_{j-1}} g - |g(\alpha_j) - g(\alpha_{j-1})| \right) \\
\leq \sum_{j \in J_\alpha} \omega(S_f \Delta g; [\alpha_{j-1}, \alpha_j]) \\
+ \left( \max_{j \in J_\alpha} \omega_{[\alpha_{j-1}, \alpha_j]}(f) \right) \sum_{j \in J_\alpha} \left( \text{ var}_{\alpha_{j-1}} g - |g(\alpha_j) - g(\alpha_{j-1})| \right) \\
< \varepsilon + \left( \max_{j \in J_\alpha} \omega_{[\alpha_{j-1}, \alpha_j]}(f) \right) \left( \text{ var}_{\alpha} g - V(g, \alpha) \right) \\
< \varepsilon + \left( \max_{j \in J_\beta} \omega_{[\beta_{j-1}, \beta_j]}(f) \right) \varepsilon.
\]

By Theorem 5.3.2 we conclude that the integral \( (\sigma) \int_a^b f \, dv \) exists.

c) It remains to prove that if the function \( f \) is bounded on \([a, b]\), then the existence of the integral \( (\delta) \int_a^b f \, dg \) implies the existence of the integral \( (\delta) \int_a^b f \, dv \). In this situation, Theorems 5.1.7 and 5.2.6 imply that the integral \( (\sigma) \int_a^b f \, dg \) exists and the functions \( f, g \) have no common point of discontinuity in \((a, b)\). Moreover, by Lemma 5.3.3, the functions \( f, v \) have no common point of discontinuity in \((a, b)\), either. Finally, since the integral \( (\sigma) \int_a^b f \, dv \) exists by part b) of this proof, the existence of the integral \( (\delta) \int_a^b f \, dv \) follows from Corollary 5.2.8. (As \( g \) has a bounded variation on \([a, b]\), the functions \( g \) and \( v \) are bounded on \([a, b]\).)

5.3.9 Theorem. Assume that \( f : [a, b] \rightarrow \mathbb{R}, g \in \text{BV}([a, b]) \), and the integral \( \int_a^b f \, dg \) exists. Then the integral \( \int_a^b |f| \, dg \) exists as well.

Proof. By Theorem 2.1.21 and Lemma 5.1.13 we can restrict ourselves to the case when \( g \) is nondecreasing on \([a, b]\). Then \( \text{ var}^g g = g(d) - g(c) \) for each \([c, d] \subset [a, b]\). Thus, due to Lemma 5.3.4, the relations

\[
\sum_{j=1}^{\nu(\alpha)} \omega(S_f \Delta g; [\alpha_{j-1}, \alpha_j]) = \sum_{j=1}^{\nu(\alpha)} \omega_{[\alpha_{j-1}, \alpha_j]}(f) \left( g(\alpha_j) - g(\alpha_{j-1}) \right)
\]

and
5.3.2 Let the integral
\[ \int_a^b f d\nu(x) = \int_a^b g d\nu(x) \]
hold for all divisions \( \nu \) of \([a, b]\). On the other hand,
\[ |f(x) - f(y)| \leq |f(x) - f(y)| \quad \text{for all } x, y \in [a, b]. \]
Thus we have \( \omega_{[c,d]}(|f|) \leq \omega_{[c,d]}(f) \) for any \([c, d] \subset [a, b]\) and, therefore,
\[ \int_a^b f d\nu(x) = \int_a^b g d\nu(x) \quad \text{for all } x \in [a, b]. \]

The statement of the theorem now follows from Theorem 5.3.2. \( \square \)

5.3.10 Corollary. Let \( f : [a, b] \to \mathbb{R} \), \( g \in BV([a, b]) \), and \( \nu(x) = \var{\alpha}^x_a g \) for \( x \in [a, b] \). Then:
(i) If the integral \( \int_a^b f d\nu(x) \) exists, then the integral \( \int_a^b |f| d\nu(x) \) exists as well and
\[ \left| \int_a^b f d\nu(x) \right| \leq \left( \int_a^b |f| d\nu(x) \right) \leq \|f\|_{\infty} \var{\alpha}^b_a g. \]
(ii) If the integral \( \int_a^b f d\nu(x) \) exists and the function \( f \) is bounded on \([a, b]\), then the integral \( \int_a^b |f| d\nu(x) \) exists as well and
\[ \left| \int_a^b f d\nu(x) \right| \leq \left( \int_a^b |f| d\nu(x) \right) \leq \|f\|_{\infty} \var{\alpha}^b_a g. \]

5.4 Substitution
All statements in this section hold in the same form for both kinds of the RS-integral. The next result is a fairly straightforward consequence of Definition 5.3.1

5.4.1 Lemma. If the integral \( \int_a^b f d\nu(x) \) exists, then the inequality
\[ \left| \int_a^b f d\nu(x) - S(P) \right| \leq \sum_{j=1}^{\nu(P)} \omega(S_{f\Delta_j}; [\alpha_{j-1}, \alpha_j]) \]
holds for any partition \( P = (\alpha, \xi) \) of \([a, b]\).
Proof. Let \( \varepsilon > 0 \) and a partition \( P = (\tilde{\alpha}, \tilde{\xi}) \) of \([a, b]\) be given. For both kinds of the RS-integral, we can choose a partition \( \tilde{P} = (\alpha, \xi) \) of \([a, b]\) such that \( \tilde{\alpha} \supset \alpha \) and
\[
\left| \int_{a}^{b} f \, dg - S(\tilde{P}) \right| < \varepsilon.
\]
Since \( \tilde{\alpha} \) is a refinement of \( \alpha \), we can split it so that
\[
\tilde{\alpha} = \bigcup_{j=1}^{m} \tilde{\alpha}^{j}, \quad \text{where } \tilde{\alpha}^{j} \text{ is a division of } [\alpha_{j-1}, \alpha_{j}] \text{ for } j \in \{1, \ldots, m\}.
\]
Similarly, \( \tilde{\xi} = \{\tilde{\xi}^{1}, \tilde{\xi}^{2}, \ldots, \tilde{\xi}^{m}\} \), where \( \tilde{\xi}^{j} \) are sets such that
\[
P_{j} = (\tilde{\alpha}^{j}, \tilde{\xi}^{j}) \text{ are partitions of } [\alpha_{j-1}, \alpha_{j}] \text{ for } j \in \{1, \ldots, m\}.
\]
We thus have
\[
\left| \int_{a}^{b} f \, dg - S(P) \right| \leq \left| \int_{a}^{b} f \, dg - S(\tilde{P}) \right| + \left| S(\tilde{P}) - S(P) \right|
\]
\[
< \varepsilon + \sum_{j=1}^{m} \left| f(\xi_{j}) (g(\alpha_{j}) - g(\alpha_{j-1})) - S(\tilde{P}_{j}) \right|
\]
\[
\leq \varepsilon + \sum_{j=1}^{m} \omega(S_{f \Delta g}; [\alpha_{j-1}, \alpha_{j}]).
\]
Since \( \varepsilon > 0 \) is arbitrary, it follows that (5.4.1) holds. \( \square \)

5.4.2 Corollary. If the integral \( \int_{a}^{b} f \, dg \) exists and \([c, d] \subset [a, b]\), then
\[
\left| \int_{c}^{d} f \, dg - f(\xi) (g(d) - g(c)) \right| \leq \omega(S_{f \Delta g}; [c, d])
\]
holds for every \( \xi \in [c, d] \).

The following substitution theorem is another corollary of Lemma 5.4.1.

5.4.3 Theorem \( \text{(Substitution Theorem)} \). Let \( f, g, h : [a, b] \to \mathbb{R} \) be such that \( f \) is bounded and \( \int_{a}^{b} g \, dh \) exists. Then one of the integrals
\[
\int_{a}^{b} f(x) \, d \left( \int_{a}^{x} g \, dh \right) \quad \text{and} \quad \int_{a}^{b} f \, g \, dh
\]
exists if and only if the other exists. In this case we have
\[
\int_{a}^{b} f(x) \, d \left( \int_{a}^{x} g \, dh \right) = \int_{a}^{b} f \, g \, dh.
\] (5.4.2)
Proof. Consider the function $w : [a, b] \to \mathbb{R}$ given by

$$w(x) = \int_a^x g \, dh, \quad x \in [a, b].$$

For any partition $P = (\alpha, \xi)$ of $[a, b]$, we have

$$|S(f g, dh, P) - S(f, dw, P)| = \left| \sum_{j=1}^{\nu(P)} f(\xi_j) g(\xi_j) (h(\alpha_j) - h(\alpha_{j-1})) - \sum_{j=1}^{\nu(P)} f(\xi_j) (w(\alpha_j) - w(\alpha_{j-1})) \right|$$

$$\leq \sum_{j=1}^{\nu(P)} |f(\xi_j)| \left| g(\xi_j) (h(\alpha_j) - h(\alpha_{j-1})) - \int_{\alpha_{j-1}}^{\alpha_j} g \, dh \right|$$

$$\leq \|f\|_{\infty} \left( \sum_{j=1}^{\nu(P)} \left| g(\xi_j) (h(\alpha_j) - h(\alpha_{j-1})) - \int_{\alpha_{j-1}}^{\alpha_j} g \, dh \right| \right).$$

Now, Corollary 5.4.2 yields

$$|S(f g, dh, P) - S(f, dw, P)| \leq \|f\|_{\infty} \sum_{j=1}^{\nu(P)} \omega(S g \Delta h; [\alpha_{j-1}, \alpha_j]),$$

and the proof of (5.4.2) is completed by using Theorem 5.3.2.

Setting $h(t) \equiv t$ in Theorem 5.4.3, we get the following statement.

5.4.4 Corollary. If $f : [a, b] \to \mathbb{R}$ is bounded, $g : [a, b] \to \mathbb{R}$ is Riemann integrable, and $p(x) = \int_a^x g(t) \, dt$, then one of the integrals

$$\int_a^b f \, dp \quad \text{and} \quad \int_a^b f(x) g(x) \, dx$$

exists if and only if the other exists. In this case, we have

$$\int_a^b f \, dp = \int_a^b f(x) g(x) \, dx.$$

5.4.5 Theorem (SECOND SUBSTITUTION THEOREM).

Assume that $\phi : [c, d] \to \mathbb{R}$ is continuous, strictly monotone and maps the interval $[c, d]$ onto $[a, b]$. Then for arbitrary functions $f, g : [a, b] \to \mathbb{R}$, the following statement holds:

If $\int_a^b f(x) \, dg(x)$ exists, then $\int_c^d f(\phi(x)) \, dg(\phi(x))$ exists as well,
and the relation
\[ \pm \int_c^d f(\phi(x)) \, d\phi(x) = \int_a^b f(x) \, dg(x) \]  
(5.4.3)
holds with the plus sign if \( \phi \) is increasing, and with the minus sign if \( \phi \) is decreasing.

**Proof.** Assume, for example, that \( \phi \) is decreasing. Then \( b = \phi(c) \) and \( a = \phi(d) \).

For a given partition \( P = (\alpha, \xi) \) of the interval \([c, d]\), set
\[ \beta_{\nu(P)-j} = \phi(\alpha_j) \quad \text{and} \quad \eta_{\nu(P)-j} = \phi(\xi_j) \quad \text{for} \quad j \in \{1, \ldots, \nu(P)\}. \]

Then \( Q = (\beta, \eta) \), where \( \beta = \{\beta_0, \beta_1, \ldots, \beta_{\nu(P)}\} \), \( \eta = \{\eta_1, \eta_2, \ldots, \eta_{\nu(P)}\} \), is a partition of \([a, b]\). We write \( \beta = \phi(\alpha) \), \( \eta = \phi(\xi) \), and \( Q = \phi(P) \). Obviously, if \( \alpha \supseteq \alpha' \), then also \( \phi(\alpha) \supseteq \phi(\alpha') \). Since \( \phi \) is uniformly continuous on \([c, d]\), we have
\[ \lim_{|\alpha| \to 0} |\phi(\alpha)| = 0. \]

Moreover,
\[ \sum_{j=1}^{\nu(P)} f(\phi(\xi_j)) \left( g(\phi(\alpha_j)) - g(\phi(\alpha_{j-1})) \right) = - \sum_{i=1}^{\nu(Q)} f(\eta_j) \left( g(\beta_j) - g(\beta_{j-1}) \right) \]
holds for every partition \( P = (\alpha, \xi) \) of \([c, d]\). This fact easily implies the statement of the theorem; we leave the details to the reader. The case when \( \phi \) is increasing can be handled in a similar way.

The following theorem is yet another variant of the substitution theorem. Its proof is left as an exercise for the reader.

**5.4.6 Theorem.** Let \( \phi : [a, b] \to [\phi(a), \phi(b)] \) be increasing and continuous, and let \( \psi : [\phi(a), \phi(b)] \to [a, b] \) be the inverse of \( \phi \). Moreover, let an arbitrary function \( f : [a, b] \to \mathbb{R} \) be given. Then, if one of the integrals
\[ \int_a^b f(x) \, dx, \quad \int_{\phi(a)}^{\phi(b)} f(\psi(x)) \, d\psi(x) \]
exists, the other exists as well, and
\[ \int_a^b f(x) \, dx = \int_{\phi(a)}^{\phi(b)} f(\psi(x)) \, d\psi(x). \]

**5.4.7 Exercise.** Prove Theorem 5.4.6 for both kinds of the RS-integral.
5.5 Integration by parts

The following statement is a generalization of the classical integration by parts formula for the Riemann integral (see Exercise 5.5.3).

5.5.1 Theorem (Integration by parts). If one of the integrals \( \int_a^b f \, dg \) and \( \int_a^b g \, df \) exists, then the other exists as well, and we have

\[
\int_a^b f \, dg + \int_a^b g \, df = f(b)g(b) - f(a)g(a). \tag{5.5.1}
\]

Proof. a) Let an arbitrary partition \( P = (\alpha, \xi) \) of \([a, b]\) be given. Set \( m = \nu(P) \).

Rearranging the terms in the sum \( S(f, dg, P) \), we get

\[
S(f, dg, P) = f(\xi_1) (g(\alpha_1) - g(a)) + f(\xi_2) (g(\alpha_2) - g(\alpha_1)) + \cdots + f(\xi_m) (g(b) - g(\alpha_{m-1}))
\]

\[
= -f(a)g(a) - (f(\xi_1) - f(a)) g(a) - (f(\xi_2) - f(\alpha_1)) g(\alpha_1) - \cdots - (f(\xi_m) - f(\alpha_{m-1})) g(\alpha_{m-1})
\]

\[
= f(b)g(b) - f(a)g(a) - \sum_{\{\xi_j\}} (\alpha_m - \alpha) g(\alpha_m) - \sum_{\{\xi_j\}} g(\alpha_m - \alpha) + f(b)g(b) - f(a)g(a) - S(g, df, Q),
\]

where the partition \( Q = (\beta, \eta) \) of \([a, b]\) is such that

\[
\beta = \{a, \xi_1, \alpha_1, \xi_2, \alpha_2, \ldots, \alpha_{m-1}, \xi_m, b\},
\]

\[
\eta = \{a, \alpha_1, \alpha_2, \ldots, \alpha_{m-1}, \alpha_{m-1}, \xi_m, b\}.
\]

Clearly, \( \beta \) is a refinement of \( \alpha \).\footnote{Of course, if \( \xi_j = \alpha_{j-1} \) or \( \xi_j = \alpha_j \) for some \( j \), we have to leave out \( \xi_j \) from \( \beta \) and the corresponding tag from \( \eta \).}

b) Assume that the integral \( \int_a^b g \, df \) exists and let \( \varepsilon > 0 \) be given. Choose a division \( \beta_\varepsilon \) of \([a, b]\) such that

\[
\left| S(g, df, Q) - (\sigma) \int_a^b g \, df \right| < \varepsilon
\]

holds for all partitions \( Q = (\beta, \eta) \) of \([a, b]\) such that \( \beta \supset \beta_\varepsilon \).

Let \( P = (\alpha, \xi) \) be an arbitrary partition of \([a, b]\) such that \( \alpha \supset \beta_\varepsilon \). By the first part of the proof there is a partition \( Q = (\beta, \eta) \) of \([a, b]\) such that

\[
S(f, dg, P) - f(b)g(b) + f(a)g(a) + (\sigma) \int_a^b g \, df
\]

\[
= (\sigma) \int_a^b g \, df - S(g, df, Q),
\]
while $\beta \supset \alpha$ and hence also $\beta \supset \beta$. Consequently,

$$\left| S(f, dg, P) - f(b)g(b) + f(a)g(a) + (\sigma) \int_{a}^{b} g \, df \right|$$

$$= \left| (\sigma) \int_{a}^{b} g \, df - S(g, df, Q) \right| < \varepsilon.$$

This means that the integral $(\sigma) \int_{a}^{b} f \, dg$ exists and (5.5.1) holds.

By interchanging the roles of $f$ and $g$, we immediately see that if $(\sigma) \int_{a}^{b} f \, dg$ exists, then $(\sigma) \int_{a}^{b} g \, df$ exists as well and (5.5.1) holds.

c) Also the statement of the theorem for $(\delta)$RS-integrals follows easily from the relation (5.5.1); the details are left to the reader.

5.5.2 Exercise. Prove Theorem 5.5.1 for the $(\delta)$RS-integral.

5.5.3 Exercise. The classical integration by parts theorem for the Riemann integral reads as follows: Assume that $f, g : [a, b] \to \mathbb{R}$ are Riemann integrable and let $F, G : [a, b] \to \mathbb{R}$ be given by

$$F(x) = \int_{a}^{x} f, \quad G(x) = \int_{a}^{x} g \quad \text{for } x \in [a, b].$$

If one of the integrals $\int_{a}^{b} f \, G$ and $\int_{a}^{b} F \, g$ exists, then the other exists as well, and we have

$$\int_{a}^{b} f \, G + \int_{a}^{b} F \, g = F(b) \, G(b) - F(a) \, G(a).$$

Show that this result is a consequence of Theorem 5.5.1.

Hint: Use Corollary 5.4.4.

5.6 Uniform convergence and existence of the integral

All statements in this section except Theorem 5.6.4 and Exercise 5.6.5 hold in the same form for both kinds of the RS-integral.

5.6.1 Theorem. Assume that $g \in \text{BV}([a, b])$, $f : [a, b] \to \mathbb{R}$ is bounded, $f_{n} : [a, b] \to \mathbb{R}$, $n \in \mathbb{N}$, are such that the integral $\int_{a}^{b} f_{n} \, dg$ exists for every $n \in \mathbb{N}$, and

$$\lim_{n \to \infty} \|f_{n} - f\|_{\infty} = 0.$$
Then the integral \( \int_a^b f \, dg \) exists as well and
\[
\lim_{n \to \infty} \int_a^b f_n \, dg = \int_a^b f \, dg. \quad (5.6.2)
\]

**Proof.** If \( \text{var}_a^b g = 0 \), then, by Lemma 2.1.16, \( g \) is constant on \([a, b]\) and the statement of the theorem is obvious. Therefore, assume that \( \text{var}_a^b g > 0 \).

Let \( \varepsilon > 0 \) be given. According to \((5.6.1)\), we can choose \( n_\varepsilon \in \mathbb{N} \) such that
\[
\| f_n - f \|_\infty < \frac{\varepsilon}{\text{var}_a^b g} \quad \text{and} \quad \| f_n \|_\infty \leq \| f \|_\infty + 1 \quad \text{for all} \quad n \geq n_\varepsilon. \quad (5.6.3)
\]

Furthermore, Lemma 5.1.11 (i) implies that
\[
\left| S(f_n, dg, P) - S(f_n, dg, P) \right| \leq \| f_n \|_\infty \text{var}_a^b g \leq (\| f \|_\infty + 1) \text{var}_a^b g \quad \text{for all} \quad n \geq n_\varepsilon.
\]

Hence, there are an increasing subsequence \( \{n_k\} \) of \( \mathbb{N} \) and \( I \in \mathbb{R} \) such that
\[
\lim_{k \to \infty} \int_a^b f_{n_k} \, dg = I.
\]

In particular, there exists a \( k_\varepsilon \in \mathbb{N} \) such that
\[
n_{k_\varepsilon} \geq n_\varepsilon \quad \text{and} \quad \left| \int_a^b f_{n_{k_\varepsilon}} \, dg - I \right| < \varepsilon. \quad (5.6.4)
\]

Now, let \( \alpha_\varepsilon \) be a division of \([a, b]\) such that
\[
\left| S(f, dg, P) - \int_a^b f_{n_{k_\varepsilon}} \, dg \right| < \varepsilon \quad \text{whenever} \quad P = (\alpha, \xi) \quad \text{is a partition of} \quad [a, b] \quad \text{such that} \quad \alpha \supset \alpha_\varepsilon. \quad (5.6.5)
\]

Since \( n_{k_\varepsilon} \geq n_\varepsilon \), it follows from \((5.6.3)\) that
\[
\left| S(f, dg, P) - \int_a^b f_{n_{k_\varepsilon}} \, dg \right| \leq \| f - f_{n_{k_\varepsilon}} \|_\infty \text{var}_a^b g < \varepsilon
\]
for every partition \( P = (\alpha, \xi) \) of \([a, b]\). Further, using \((5.6.4)-(5.6.5)\), we deduce that
\[
\left| S(f, dg, P) - I \right| \leq \left| S(f, dg, P) - \int_a^b f_{n_{k_\varepsilon}} \, dg \right| + \left| \int_a^b f_{n_{k_\varepsilon}} \, dg - I \right| < 3\varepsilon
\]
for each partition $P = (\alpha, \xi)$ of $[a, b]$ such that $\alpha \supset \alpha_\varepsilon$. Thus,

$$\int_a^b f \, dg = I.$$ 

Finally, since by Lemmas 5.1.11 and 5.1.13 we have

$$\left| \int_a^b f_n \, dg - \int_a^b f \, dg \right| \leq \| f_n - f \|_\infty \text{var}_a^b g,$$

equality (5.6.2) follows from our assumption (5.6.1). This proves the statement for the $(\sigma)$ RS-integral. The proof for the $(\delta)$ RS-integral is analogous and is left to the reader. \[\square\]

### 5.6.2 Exercise. Prove the statement of Theorem 5.6.1 for $(\delta)$ RS-integrals.

### 5.6.3 Theorem. Let $f \in C([a, b])$ and $g \in BV([a, b])$. Then both the integrals $\int_a^b f \, dg$ and $\int_a^b g \, df$ exist.

**Proof.** By Theorems 2.1.21, 5.1.7, 5.5.1 and Lemma 5.1.13 it is sufficient to prove the existence of the integral $(\delta) \int_a^b f \, dg$ in the case when $g$ is nondecreasing on $[a, b]$.

Let $\varepsilon > 0$ be given. If $g(b) = g(a)$, then $g$ is constant on $[a, b]$ and hence $(\delta) \int_a^b f \, dg = 0$. Thus, we can assume that $g(b) - g(a) > 0$. Next, since every function continuous on a compact interval is also uniformly continuous on this interval, we can find a $\delta_x > 0$ such that

$$|f(x) - f(y)| < \frac{\varepsilon}{g(b) - g(a)} \quad \text{for all } x, y \in [a, b] \text{ such that } |x - y| < \delta_x. \quad (5.6.6)$$

Now, consider two partitions $P = (\alpha, \xi)$, $Q = (\beta, \eta)$ of $[a, b]$ such that $|\alpha| < \delta_x$ and $\beta \supset \alpha$. We will show that $|S(P) - S(Q)| < \varepsilon$. By Theorem 5.1.15 and Exercise 5.1.16(ii), this will guarantee the existence of the integral $(\delta) \int_a^b f \, dg$.

Denote $m = \nu(\alpha)$. Since $\beta \supset \alpha$, the elements of $\beta$ can be for $j \in \{1, \ldots, m\}$ and $i \in \{1, \ldots, n_j\}$ denoted by $\beta^j_i$, where $\alpha_{j-1} = \beta^j_0 < \cdots < \beta^j_{n_j} = \alpha_j$. The tag corresponding to $[\beta^j_{i-1}, \beta^j_i]$ will be denoted by $\eta^j_i$. Then

$$S(P) = \sum_{j=1}^m f(\xi_j) (g(\alpha_j) - g(\alpha_{j-1})) = \sum_{j=1}^m f(\xi_j) \sum_{i=1}^{n_j} (g(\beta^j_i) - g(\beta^j_{i-1}))$$

and

$$|S(P) - S(Q)| \leq \sum_{j=1}^m \sum_{i=1}^{n_j} |f(\xi_j) - f(\eta^j_i)| (g(\beta^j_i) - g(\beta^j_{i-1})).$$
Since \(|\xi_j - \eta^2_i| < |\alpha| < \delta_\varepsilon\) for all \(j \in \{1, \ldots, m\}\) and \(i \in \{1, \ldots, n_j\}\), it follows from (5.6.6) that

\[
|S(P) - S(Q)| < \frac{\varepsilon}{g(b) - g(a)} \sum_{j=1}^{m} \sum_{i=1}^{n_j} (g(\beta^j_i) - g(\beta_{i-1}^j))
\]

\[
= \frac{\varepsilon}{g(b) - g(a)} (g(b) - g(a)) = \varepsilon.
\]

This completes the proof. \(\square\)

5.6.4 Theorem. (i) If \(f \in \text{BV}([a, b])\) is left-continuous on \((a, b]\), then the integrals

\[
(\sigma) \int_a^b f \, dg \quad \text{and} \quad (\sigma) \int_a^b g \, df
\]

exist for every \(g \in \text{G}([a, b])\) which is right-continuous on \([a, b)\).

(ii) If \(f \in \text{BV}([a, b])\) is right-continuous on \([a, b)\), then the integrals

\[
(\sigma) \int_a^b f \, dg \quad \text{and} \quad (\sigma) \int_a^b g \, df.
\]

exist for every \(g \in \text{G}([a, b])\) which is left-continuous on \((a, b]\).

Proof. In both cases, it suffices (thanks to Theorem 5.5.1) to prove the existence of the integral \((\sigma) \int_a^b g \, df\).

Let \(g \in \text{G}([a, b])\) be right-continuous on \([a, b)\), i.e., \(g \in \text{G}_R([a, b])\). By Lemmas 4.2.6 and 4.2.8 we have

\[\text{G}_R([a, b]) = \text{cl}(\text{G}_R([a, b]) \cap \text{S}([a, b])) = \text{cl}(\text{Lin}(\{\chi_{[\tau, b]} : \tau \in [a, b]\})).\]

Thus, by Lemma 5.1.13 and Theorem 5.6.1, it is sufficient to prove that the integral \((\sigma) \int_a^b g \, df\) exists if \(g = \chi_{[\tau, b]}\) for some \(\tau \in [a, b]\).

If \(g = \chi_{[a, b]}\), i.e., \(\tau = a\) and \(g = 1\) on \([a, b]\), then \((\sigma) \int_a^b g \, df = f(b) - f(a)\) (see Exercise 5.1.6 (ii)). Therefore, we may assume that \(\tau \in (a, b]\) and \(g = \chi_{[\tau, b]}\).

We will show that

\[
(\sigma) \int_a^b g \, df = f(b) - f(\tau). \quad (5.6.7)
\]

By Remark 5.1.8 we can restrict ourselves to partitions \(P = (\alpha, \xi)\) of \([a, b]\) such that \(\tau \in \alpha\). For every such partition \(P\), let \(k(P)\) denote the unique index \(k \in \{1, \ldots, \nu(P)\}\) such that \(\tau = \alpha_k\). Then \(\alpha_{k(P)-1} \leq \xi_{k(P)} \leq \alpha_{k(P)} = \tau\), and

\[
S(P) = \begin{cases} f(b) - f(\tau) & \text{if } \xi_{k(P)} < \tau, \\ f(b) - f(\alpha_{k(P)-1}) & \text{if } \xi_{k(P)} = \tau. \end{cases}
\]
Consequently,

\[ |S(P) - (f(b) - f(\tau))| = \begin{cases} 0 & \text{if } \xi_{k(P)} < \tau, \\ |f(\tau) - f(\alpha_{k(P)} - 1)| & \text{if } \xi_{k(P)} = \tau. \end{cases} \tag{5.6.8} \]

Thanks to the continuity of the function \( f \) at \( \tau \) from the left, we can choose a division \( \alpha_\varepsilon \) of \([a, b]\) containing the point \( \tau \) and such that

\[ |f(\tau) - f(\alpha_{k(P)} - 1)| < \varepsilon \]

holds for any \( \alpha \supset \alpha_\varepsilon \). By (5.6.8), we have

\[ |S(P) - (f(b) - f(\tau))| < \varepsilon \]

for all partitions \( P = (\alpha, \xi) \) of \([a, b]\) such that \( \alpha \supset \alpha_\varepsilon \), which implies (5.6.7) and the proof of the statement (i) is complete.

The second statement can be proved similarly. \( \square \)

5.6.5 Exercises. (i) For both kinds of the RS-integral, prove the following assertion: If \( f \in \text{BV}([a, b]) \) is continuous, then the integral \( \int_a^b f \, dg \) exists for every \( g \in G([a, b]) \).

(ii) Give a detailed proof of the statement (ii) in Theorem 5.6.4.

5.6.6 Remark. Let us mention (without proof) another interesting existence result. It was proved in 1936 by L.C. Young, one of the pioneers of integration theory (see [156]): Assume that \( f : [a, b] \to \mathbb{R} \) and \( g : [a, b] \to \mathbb{R} \) satisfy

\[ |f(x) - f(y)| \leq K |x - y|^{\alpha} \text{ and } |g(x) - g(y)| \leq L |x - y|^{\beta} \text{ for } x, y \in [a, b], \]

where \( K, L \in [0, \infty), \alpha, \beta \in (0, \infty), \alpha + \beta > 1. \) Then \( (\delta) \int_a^b f \, dg \) exists.

5.7 Pointwise convergence

In order to derive a convergence theorem for integrals \( \int_a^b f_n \, dg \) when the sequence \( \{f_n\} \) is not uniformly convergent, we introduce the following concepts of the Darboux upper and lower integrals.

5.7.1 Definition. Let \( g : [a, b] \to \mathbb{R} \) be nondecreasing. For a function \( f : [a, b] \to \mathbb{R} \) and a division \( \alpha \) of the interval \([a, b]\), put

\[ \overline{S}(f, dg, \alpha) = \sum_{j=1}^{\nu(\alpha)} \left( \sup_{x \in [\alpha_{j-1}, \alpha_j]} f(x) \right) (g(\alpha_j) - g(\alpha_{j-1})), \]

\[ \underline{S}(f, dg, \alpha) = \sum_{j=1}^{\nu(\alpha)} \left( \inf_{x \in [\alpha_{j-1}, \alpha_j]} f(x) \right) (g(\alpha_j) - g(\alpha_{j-1})). \]
Furthermore, we define the upper integral of $f$ with respect to $g$ as

$$
\int_a^b f \, dg = \inf \{ S(f, dg, \alpha) : \alpha \text{ is a division of } [a, b] \},
$$

and the lower integral of $f$ with respect to $g$ as

$$
\int_a^b f \, dg = \sup \{ S(f, dg, \alpha) : \alpha \text{ is a division of } [a, b] \}.
$$

If the functions $f, g$ are fixed, we write simply $S(\alpha)$ instead of $S(f, dg, \alpha)$ and $S(\tilde{\alpha})$ instead of $S(f, dg, \alpha)$.

**5.7.2 Lemma.** Let $f : [a, b] \to \mathbb{R}$ and let $g : [a, b] \to \mathbb{R}$ be nondecreasing. Then

$$
\int_a^b f \, dg = \int_a^b f \, dg = I \in \mathbb{R}
$$

if and only if $(\sigma) \int_a^b f \, dg = I$.

**Proof.**

a) Assume that (5.7.1) holds. Since $g$ is nondecreasing, it follows directly from Definition 5.7.1 that

$$
S(\alpha) \leq S(\alpha, \xi) \leq S(\alpha) \quad \text{for all partitions } (\alpha, \xi) \text{ of } [a, b],
$$

and

$$
S(\tilde{\alpha}) \geq S(\alpha) \quad \text{and } S(\tilde{\alpha}) \leq S(\alpha) \quad \text{if } \tilde{\alpha} \supset \alpha.
$$

Using the first fact, it is not difficult to verify that for each $k \in \mathbb{N}$ there is a division $\alpha^k$ of $[a, b]$ such that the inequalities

$$
I - \frac{1}{k} < S(\alpha^k) \leq S(\alpha^k, \xi^k) \leq S(\alpha^k) < I + \frac{1}{k}
$$

hold for whenever $(\alpha^k, \xi^k)$ is a partition of $[a, b]$. For a given $\varepsilon > 0$, choose $k_\varepsilon > \frac{1}{\varepsilon}$ and set $\alpha_\varepsilon = \alpha^{k_\varepsilon}$. Then

$$
I - \varepsilon < S(\alpha^{k_\varepsilon}) \leq S(\alpha) \leq S(\alpha, \xi) \leq S(\alpha) \leq S(\alpha^{k_\varepsilon}) < I + \varepsilon
$$

whenever $\alpha \supset \alpha_\varepsilon$ and $(\alpha, \xi)$ is a partition of $[a, b]$. It follows that $(\sigma) \int_a^b f \, dg = I$.

b) Assume that $(\sigma) \int_a^b f \, dg$ exists. Let $\varepsilon > 0$ be given. By Theorem 5.1.15 there exists a division $\alpha$ such that the inequality $|S(\alpha, \xi) - S(\alpha, \eta)| < \frac{\varepsilon}{2}$, or

$$
\sum_{j=1}^{\nu(\alpha)} \left| f(\xi_j) - f(\eta_j) \right| \left| g(\alpha_j) - g(\alpha_{j-1}) \right| < \frac{\varepsilon}{2},
$$
holds for all sets of tags $\xi, \eta$ of the division $\alpha$. Passing to the supremum and infimum on every interval $[\alpha_{j-1}, \alpha_j]$, we get

$$0 \leq \mathcal{S}(\alpha) - \mathcal{S}(\alpha) = \sum_{j=1}^{\nu(\alpha)} \left( \sup_{x \in [\alpha_{j-1}, \alpha_j]} f(x) - \inf_{x \in [\alpha_{j-1}, \alpha_j]} f(x) \right) (g(\alpha_j) - g(\alpha_{j-1})) \leq \frac{\varepsilon}{2} < \varepsilon.$$ 

Consequently,

$$\int_a^b f \, dg \leq \mathcal{S}(\alpha) < \mathcal{S}(\alpha) + \varepsilon \leq \int_a^b f \, dg + \varepsilon$$

and finally also

$$0 \leq \int_a^b f \, dg - \int_a^b f \, dg < \varepsilon.$$ 

Since $\varepsilon > 0$ was arbitrary, we conclude that

$$\int_a^b f \, dg = \int_a^b f \, dg.$$

By the first part of the proof, both the integrals are equal to $(\sigma) \int_a^b f \, dg.$

5.7.3 Remark. If

$$\int_a^b f \, dg = \int_a^b f \, dg \in \mathbb{R},$$

then the common value of both the integrals is called the Darboux-Stieltjes integral. Lemma 5.7.2 implies that this integral is in fact equivalent to the $(\sigma)$ RS-integral.

Our next goal is to prove two main results of this section, Osgood’s bounded convergence theorem and Helly’s convergence theorem. To this aim, we need the following statement known as Arzelà’s lemma. Its proof is pretty long and can be found e.g. in [55], Lemma II.15.8.

5.7.4 Lemma (Arzelà’s Lemma). For every $k \in \mathbb{N}$, let $\{J_{k,j} : j \in U_k\}$ be a finite collection of intervals in $[a, b]$. Assume there exists a $C > 0$ such that for every $k \in \mathbb{N}$, the length of the union $\bigcup_{j \in U_k} J_{k,j}$ is greater than $C$. Then there exist infinite sequences $\{k_\ell\}$ and $\{j_\ell\}$ such that $j_\ell \in U_{k_\ell}$ for every $\ell \in \mathbb{N}$ and $\bigcap_{\ell \in \mathbb{N}} J_{k_\ell,j_\ell} \neq \emptyset$. 


5.7.5 Theorem (Osgood’s Convergence Theorem). Assume that the function \( f: [a, b] \to \mathbb{R} \) and the sequence \( \{f_n\} \) of functions defined on \([a, b]\) satisfy

\[
\lim_{n \to \infty} f_n(x) = f(x) \quad \text{for} \quad x \in [a, b] \\
\text{and} \\
|f_n(x)| \leq M < \infty \quad \text{for} \quad x \in [a, b] \quad \text{and} \quad n \in \mathbb{N}.
\]

Further, let \( g \in \text{BV}([a, b]) \) be such that the integrals \( \int_a^b f \, dg \) and \( \int_a^b f_n \, dg \) exist for every \( n \in \mathbb{N} \). Then

\[
\lim_{n \to \infty} \int_a^b f_n \, dg = \int_a^b f \, dg.
\] (5.7.3)

Proof. By Corollary 5.3.10, the integral \( \int_a^b |f_n(x) - f(x)| \, d(\text{var}_a^x g) \) exists for every \( n \in \mathbb{N} \) and the inequality

\[
\left| \int_a^b f_n(x) \, dg(x) - \int_a^b f(x) \, dg(x) \right| \leq \int_a^b |f_n(x) - f(x)| \, d(\text{var}_a^x g) \quad (5.7.4)
\]

holds. Therefore, it is sufficient to prove that the theorem holds if the functions \( f_n \) are non-negative, \( f = 0 \) and \( g \) is nondecreasing. Under these assumptions, we need to prove that

\[
\lim_{n \to \infty} \int_a^b f_n \, dg = 0.
\] (5.7.5)

Without loss of generality, assume that \( g \) is nonconstant (otherwise the statement is obvious).

Suppose that (5.7.5) does not hold. Then, due to Lemma 5.7.2, there is an \( \varepsilon > 0 \) and a subsequence \( \{f_{n_k}\} \) such that

\[
\int_a^b f_{n_k} \, dg = \int_a^b f_{n_k} \, dg > \varepsilon \quad \text{for all} \quad k \in \mathbb{N}.
\]

By Definition 5.7.1, this means that for every \( k \in \mathbb{N} \) there is a division \( \alpha_k \) of \([a, b]\) such that

\[
S_k(\alpha_k) > \varepsilon, \quad \text{where} \quad S_k(\alpha_k) = S(f_{n_k}, \nu, \alpha_k).
\]

Further, put \( m_k = \nu(\alpha_k) \) and

\[
\phi_{k,j} = \inf_{x \in [a^{(j-1)}, a^{(j)}]} f_{n_k}(x) \quad \text{for} \quad k \in \mathbb{N} \quad \text{and} \quad j \in \{1, \ldots, m_k\}.
\]
For a given $\eta > 0$, let $U_k$ stand for the set of indices $j$ such that $\phi_{k,j} > \eta$, while $V_k = \{1, \ldots, m_k\} \setminus U_k$. Obviously,

$$M \sum_{j \in U_k} (g(\alpha_j^k) - g(\alpha_{j-1}^k)) + \eta \sum_{j \in V_k} (g(\alpha_j^k) - g(\alpha_{j-1}^k)) > \varepsilon$$

or

$$M \sum_{j \in U_k} (g(\alpha_j^k) - g(\alpha_{j-1}^k)) > \varepsilon - \eta (g(b) - g(a)).$$

For $\eta = \frac{\varepsilon}{2(g(b) - g(a))}$ we get

$$\sum_{j \in U_k} (g(\alpha_j^k) - g(\alpha_{j-1}^k)) > \frac{\varepsilon}{2M} > 0.$$

Note that the intervals $J_{k,j} = [g(\alpha_{j-1}^k), g(\alpha_j^k)]$, $j \in U_k$, are nonoverlapping, and thus the length of their union is

$$\sum_{j \in U_k} |J_{k,j}| > \frac{\varepsilon}{2M} > 0.$$

Hence, by Arzelà’s lemma, there exist a point $y_0$ and sequences $\{k_\ell\}$ and $\{j_\ell\}$ such that $j_\ell \in U_{k_\ell}$ for every $\ell \in \mathbb{N}$ and $y_0 \in \bigcap_{\ell \in \mathbb{N}} J_{k_\ell,j_\ell}$. This gives

$$y_0 \in [g(\alpha_{j_\ell}^{k_\ell-1}), g(\alpha_{j_\ell}^{k_\ell})] \quad \text{for every } \ell \in \mathbb{N}.$$

Since $g$ is nondecreasing on $[a, b]$, there exists a point $x_0 \in [a, b]$ such that

$$y_0 \in [g(x_0^-), g(x_0^+)], \quad x_0 \in [\alpha_{j_\ell}^{k_\ell}, \alpha_{j_\ell}^{k_\ell}] \quad \text{and} \quad j_\ell \in U_{k_\ell} \quad \text{for every } \ell \in \mathbb{N}.$$

By the definition of the sets $U_k$ it follows that $f_{n_{k_\ell}}(x_0) > \eta$ for every $\ell \in \mathbb{N}$. However, this contradicts our assumption that $\lim_{n \to \infty} f_{n}(x) = 0$. Thus, (5.7.5) is true.

The next assertion is complementary to Osgood’s theorem.

**5.7.6 Theorem (Helly’s Convergence Theorem).** Let $f : [a, b] \to \mathbb{R}$ be continuous and let $g : [a, b] \to \mathbb{R}$, $\{g_n\} \subset \text{BV}([a, b])$ and $\gamma \in [0, \infty)$ are such that

$$\text{var}_a^b g_n \leq \gamma < \infty \quad \text{for all } n \in \mathbb{N} \quad \text{and} \quad \lim_{n \to \infty} g_n(x) = g(x) \quad \text{for all } x \in [a, b].$$

Then $\text{var}_a^b g \leq \gamma$ and

$$\lim_{n \to \infty} \int_a^b f \, dg_n = \int_a^b f \, dg.$$
Proof. By Theorem 5.1.11 we have $\var f_{[a,b]} \leq \gamma$; by Theorem 5.6.3, all the integrals $\int_a^b f \, dg_n$, $n \in \mathbb{N}$, and $\int_a^b f \, dg$ exist. Let $\varepsilon > 0$ be given. The continuity of $f$ implies that there is a division $\alpha$ of $[a, b]$ such that

$$|f(x) - f(y)| < \frac{\varepsilon}{3\gamma}$$

for all $x, y \in [\alpha_{j-1}, \alpha_j]$ and $j \in \{1, \ldots, \nu(\alpha)\}$.

Let $\xi = (\alpha_1, \alpha_2, \ldots, \alpha_m)$. Then for each $n \in \mathbb{N}$ we have

$$\int_a^b f \, dg_n = S(f, \, dg_n, (\alpha, \xi))$$

$$= \sum_{j=1}^{\nu(\alpha)} \left( \int_{\alpha_{j-1}}^{\alpha_j} f(x) \, dg_n(x) - f(\alpha_j) \int_{\alpha_{j-1}}^{\alpha_j} \, dg_n(x) \right)$$

$$= \sum_{j=1}^{\nu(\alpha)} \int_{\alpha_{j-1}}^{\alpha_j} (f(x) - f(\alpha_j)) \, dg_n(x).$$

Using (5.7.6) and Lemma 5.1.11 we get

$$\left| \int_a^b f(x) \, dg_n(x) - S(f, \, dg_n, (\alpha, \xi)) \right| \leq \frac{\varepsilon}{3\gamma} \sum_{j=1}^{\nu(\alpha)} \var \alpha_{j-1} g_n \leq \frac{\varepsilon}{3\gamma} \gamma = \frac{\varepsilon}{3}.$$

Similarly, we can derive the following inequality with the function $g_n$ replaced by $g$:

$$\left| \int_a^b f(x) \, dg(x) - S(f, \, dg, (\alpha, \xi)) \right| < \frac{\varepsilon}{3}.$$

Since $g_n(x) \to g(x)$ for every $x \in [a, b]$, it is clear that

$$\lim_{n \to \infty} \left| S(f, \, dg_n, (\alpha, \xi)) - S(f, \, dg, (\alpha, \xi)) \right| = 0.$$

Thus, there exists an $n_0 \in \mathbb{N}$ such that

$$\left| S(f, \, dg_n, (\alpha, \xi)) - S(f, \, dg, (\alpha, \xi)) \right| < \frac{\varepsilon}{3} \quad \text{for } n \geq n_0.$$

Using the last three inequalities we finally get

$$\left| \int_a^b f \, dg_n - \int_a^b f \, dg \right| \leq \left| \int_a^b f \, dg_n - S(f, \, dg_n, (\alpha, \xi)) \right|$$

$$+ \left| S(f, \, dg_n, (\alpha, \xi)) - S(f, \, dg, (\alpha, \xi)) \right|$$

$$+ \left| S(f, \, dg, (\alpha, \xi)) - \int_a^b f \, dg \right| < \varepsilon$$

for all $n \geq n_0$, which implies the desired equality

$$\lim_{n \to \infty} \int_a^b f \, dg_n = \int_a^b f \, dg. \quad \Box$$
5.8 Consequences of RS-integrability

In this section we investigate some consequences of the existence of the integral \( \int_a^b f \, dg \). To prove the first result, we need the following two auxiliary lemmas.

5.8.1 Lemma. If \( a_n \geq 0 \) for all \( n \in \mathbb{N} \) and \( \sum_{n=1}^{\infty} a_n = \infty \), then there exists a sequence \( \{c_n\} \) such that

\[
c_n > 0 \quad \text{for all } n \in \mathbb{N}, \quad \lim_{n \to \infty} c_n = 0 \quad \text{and} \quad \sum_{n=1}^{\infty} c_n a_n = \infty.
\] (5.8.1)

Proof. The sequence \( \{s_n\} = \{ \sum_{k=1}^{n} a_k \} \) is nondecreasing and

\[
\lim_{n \to \infty} s_n = \infty.
\] (5.8.2)

In particular, for sufficiently large \( n \) (\( n \geq n_0 \)), all \( s_n \) are positive. Therefore, we can define

\[
c_n = \begin{cases} 
1 & \text{if } n < n_0, \\
\frac{1}{s_n} & \text{if } n \geq n_0.
\end{cases}
\]

Obviously, \( c_n > 0 \) for every \( n \in \mathbb{N} \) and \( \lim_{n \to \infty} c_n = 0 \). On the other hand, we have

\[
\sum_{k=n}^{m} c_k a_k = \sum_{k=n}^{m} \frac{a_k}{s_k} \geq \frac{1}{s_m} \sum_{k=n}^{m} a_k = \frac{1}{s_m} \left( \sum_{k=1}^{m} a_k - \sum_{k=1}^{n-1} a_k \right) = 1 - \frac{s_{n-1}}{s_m}
\]

for all \( m, n \in \mathbb{N} \) such that \( m > n \geq n_0 \). In view of (5.8.2), for each \( n \in \mathbb{N} \) there is an \( m > n \) such that \( \frac{s_{n-1}}{s_m} < \frac{1}{2} \). Consequently,

\[
\sum_{k=n}^{m} c_k a_k > \frac{1}{2}.
\]

This means that (5.8.1) is true. \( \square \)

5.8.2 Lemma. Let \( g : [a, b] \to \mathbb{R} \) be given.

(i) If

\[
x_0 \in (a, b) \quad \text{and} \quad \operatorname{var}_x x_0 g = \infty \quad \text{for every } x \in [a, x_0),
\]

then there exists an increasing sequence \( \{x_k\} \) of points in \( [a, x_0) \) such that

\[
\lim_{k \to \infty} x_k = x_0 \quad \text{and} \quad \sum_{k=1}^{\infty} |g(x_{k+1}) - g(x_k)| = \infty.
\] (5.8.4)
(ii) If
\[ x_0 \in [a, b) \quad \text{and} \quad \var^x_{x_0} g = \infty \quad \text{for every} \quad x \in (x_0, b], \tag{5.8.5} \]
then there exists a decreasing sequence \( \{ x_k \} \) of points in \((x_0, b]\) such that \(5.8.4\) is true.

Proof.  

i) Assume \(5.8.3\). First, we will prove that
\[ \sup \{ \var^y_x g : x \in (y, x_0) \} = \infty \quad \text{for each} \quad y \in [a, x_0). \tag{5.8.6} \]
Assume the opposite. In particular, let there be \(M \in [0, \infty)\) and \(y \in [a, x_0)\) such that
\[ \sup \{ \var^y_x g : x \in (y, x_0) \} \leq M. \tag{5.8.7} \]
Set \(M^* = M + |g(x_0) - g(y)|\). Then, due to \(5.8.3\), we can choose a division \(\{y_0, y_1, \ldots, y_m\}\) of the interval \([y, x_0]\) such that
\[ \sum_{j=1}^{m} |g(y_j) - g(y_{j-1})| > 3 M^*. \]
Since
\[ |g(y_m) - g(y_{m-1})| = |g(x_0) - g(y_{m-1})| \]
\[ \leq |g(x_0) - g(y)| + |g(y) - g(y_{m-1})| \leq M^*, \]
we have
\[ \sum_{j=1}^{m-1} |g(y_j) - g(y_{j-1})| > 2 M^*, \]
and thus \(\var^y_{y_{m-1}} g > 2 M^*\), which contradicts \(5.8.7\). Hence, \(5.8.6\) is true.

Now, let us construct the desired sequence. Set \(u_1 = a\) and choose \(u_2 \in (a, x_0)\) such that \(u_2 > x_0 - 1\) and \(\var^{u_2}_{u_1} g > 1\). If \(u_1, u_2, \ldots, u_\ell \in [a, x_0)\) are already defined and satisfy
\[ u_\ell \in (u_{\ell-1}, x_0) \cap (x_0 - \frac{1}{\ell-1}, x_0) \quad \text{and} \quad \var^{u_\ell}_{u_{\ell-1}} g > 1, \]
find \(u_{\ell+1}\) such that
\[ u_{\ell+1} \in (u_\ell, x_0) \cap (x_0 - \frac{1}{\ell}, x_0) \quad \text{and} \quad \var^{u_{\ell+1}}_{u_\ell} g > 1. \]
The sequence \( \{u_\ell\} \) is increasing and
\[
\lim_{\ell \to \infty} u_\ell = x_0. \tag{5.8.8}
\]
By the definition of variation, for every \( \ell \in \mathbb{N} \) there is a division
\[
\alpha^\ell = \{\alpha^\ell_0, \alpha^\ell_1, \ldots, \alpha^\ell_{m_\ell}\}
\]
of the interval \([u_\ell, u_{\ell+1}]\) such that
\[
\sum_{j=1}^{m_\ell} |g(\alpha^\ell_j) - g(\alpha^\ell_{j-1})| > 1
\]
holds. Then
\[
\sum_{\ell=1}^{\infty} \left( \sum_{j=1}^{m_\ell} |g(\alpha^\ell_j) - g(\alpha^\ell_{j-1})| \right) \geq \sum_{\ell=1}^{\infty} 1 = \infty. \tag{5.8.9}
\]
Let us reorder the elements of the sets \( \alpha^\ell, \ell \in \mathbb{N} \), to the sequence \( \{x_k\} \) in such a way that
\[
x_1 = a = \alpha^1_0,
\]
\[
x_{k+1} = \alpha^{\ell+1}_{j+1} \quad \text{if} \quad x_k = \alpha^\ell_j \quad \text{and} \quad j < m_\ell - 1,
\]
and
\[
x_{k+1} = \alpha^{\ell+1}_{0} \quad \text{if} \quad x_k = \alpha^\ell_{m_\ell - 1}.
\]
By (5.8.8) and (5.8.9), the sequence \( \{x_k\} \) has the required properties. This completes the proof of the assertion (i).

ii) The proof of the second assertion is quite analogous and we can leave the details to readers. \qed

5.8.3 Theorem. If the integral \( \int_a^b f \, dg \) exists for every continuous function \( f : [a, b] \to \mathbb{R} \), then \( g : [a, b] \to \mathbb{R} \) has bounded variation.

Proof. By Theorem 2.1.7, we can restrict ourselves to the \((\sigma)\) RS-integral.

Notice that by Heine-Borel Theorem and thanks to the additivity of variation as a function of intervals (cf. Theorem 2.1.14), it follows that a given function \( \varphi : [a, b] \to \mathbb{R} \) has bounded variation if and only if the following conditions are satisfied:

- For each \( x \in (a, b) \), there is a \( \delta_1 \in (0, x - a) \) such that
  \[
  \operatorname{var}^{x}_{x-\delta_1} \varphi < \infty. \tag{5.8.10}
  \]
- For each \( x \in [a, b] \), there is a \( \delta_2 \in (0, b - x) \) such that
  \[
  \operatorname{var}^{x+\delta_2}_{x} \varphi < \infty. \tag{5.8.10}
  \]
Consequently, it can happen that \( \text{var}_x^b g = \infty \) only if there exists an \( x_0 \in [a, b] \) such that at least one of the conditions (5.8.10) is not satisfied for \( x = x_0 \). First, assume that \( x_0 \in (a, b) \) is such that \( \text{var}_x^{x_0} g = \infty \) for each \( x \in [x_0, b) \). Then, by the first part of Lemma 5.8.2, there is an increasing sequence \( \{x_k\} \) of points in \((a, x_0)\) such that

\[
\lim_{k \to \infty} x_k = x_0 \quad \text{and} \quad \sum_{k=1}^{\infty} |g(x_{k+1}) - g(x_k)| = \infty.
\]

By Lemma 5.8.1, there is a sequence \( \{c_k\} \) of positive numbers such that

\[
\lim_{k \to \infty} c_k = 0 \quad \text{and} \quad \sum_{k=1}^{\infty} c_k |g(x_{k+1}) - g(x_k)| = \infty.
\]

Now, let \( \xi_k = \frac{x_{k+1} + x_k}{2} \) for each \( k \in \mathbb{N} \), define

\[
f(x) = \begin{cases} 
0 & \text{if } x < x_1, \text{ or } x \geq x_0, \text{ or } x \in \{x_k\}, \\
c_k \text{ sgn}(g(x_{k+1}) - g(x_k)) & \text{if } x = \xi_k,
\end{cases}
\]

and extend the function \( f \) linearly to \([a, b] \). This implies that \( f \) will be continuous on \([a, b] \). We have

\[
\sum_{k=1}^{\infty} f(\xi_k) (g(x_{k+1}) - g(x_k)) = \infty.
\]

In particular, for each \( M > 0 \) there is an \( N_M \in \mathbb{N} \) such that

\[
\sum_{k=1}^{N_M} f(\xi_k) (g(x_{k+1}) - g(x_k)) > M.
\]

For a given \( M > 0 \), set

\[
\alpha_M = \{a, x_1, x_2, \ldots, x_{N_M}, x_{N_M+1}, b\}, \quad \xi_M = (a, \xi_1, \xi_2, \ldots, \xi_{N_M}, b).
\]

Then \( P_M = (\alpha_M, \xi_M) \) is a partition of \([a, b]\) and

\[
S(P_M) = \sum_{k=1}^{N_M} f(\xi_k) (g(x_{k+1}) - g(x_k)) > M.
\]

(Recall that \( f(a) = f(b) = 0 \).) But this means that the integral \( (\sigma) \int_a^b f \, dg \) cannot have a finite value.

If the latter condition from (5.8.10) is not satisfied, i.e., there is an \( x_0 \in [a, b] \) such that \( \text{var}_x^b g = \infty \) for every \( x \in (x_0, b] \), then the proof is similar, just the second part of Lemma 5.8.2 should be used instead of the first one. \( \square \)
5.8.4 **Exercise.** Formulate and prove an analogue of Lemma 5.8.2 which is necessary to complete the proof of Theorem 5.8.3 if there is an $x_0 \in [a, b)$ such that $\var x_0 g = \infty$ for every $x \in (x_0, b]$.

5.8.5 **Theorem.** Let $f : [a, b] \rightarrow \mathbb{R}$ be such that the integral $\int_a^b f \, dg$ exists for every step function $g$. Then $f$ is continuous.

**Proof.** Clearly, we can restrict ourselves to the $(\sigma)$RS-integral. Let $x_0 \in (a, b)$, $c, c', c'' \in \mathbb{R}$, $(c' - c) (c'' - c')(c'' - c') \neq 0$ and let the function $g : [a, b] \rightarrow \mathbb{R}$ be defined as in Remark 5.1.24 i.e.

$$g(x) = c' \chi_{[a,x_0)}(x) + c \chi_{[x_0]}(x) + c'' \chi_{(x_0,b]}(x) \text{ for } x \in [a, b].$$

Arguing like in Remark 5.1.24, we can see that the integral $(\sigma)\int_a^b f \, dg$ can exist only if

$$f(x_0-) = f(x_0) = f(x_0+).$$

Right-continuity of $f$ at $a$ and left-continuity at $b$ can be proved similarly. \(\square\)

5.9 **Mean value theorems**

The results presented in this section apply to both kinds of the RS-integral.

5.9.1 **Theorem (Mean value theorem).** If $f$ is continuous on $[a, b]$ and $g$ is nondecreasing on $[a, b]$, then there exists an $x_0 \in [a, b]$ such that

$$\int_a^b f \, dg = f(x_0) (g(b) - g(a)).$$

(5.9.1)

**Proof.** Theorem 5.6.3 guarantees the existence of the integral $\int_a^b f \, dg$. Since $g$ is nondecreasing on $[a, b]$, we have

$$m (g(b) - g(a)) \leq S(P) \leq M (g(b) - g(a))$$

for every partition $P = (\alpha, \xi)$ of $[a, b]$, where

$$m = \min \{f(x) : x \in [a, b]\} \text{ and } M = \max \{f(x) : x \in [a, b]\}.$$

It follows that

$$m (g(b) - g(a)) \leq \int_a^b f \, dg \leq M (g(b) - g(a)).$$

Since $f$ is continuous, it takes on all values from the interval $[m, M]$. In particular, there is an $x_0 \in [a, b]$ such that (5.9.1) holds. \(\square\)
5.9.2 Theorem (Second Mean Value Theorem). If \( f \) is continuous on \([a, b]\) and \( g \) is nondecreasing on \([a, b]\), then there is an \( x_0 \in [a, b] \) such that

\[
\int_a^b f(x) g(x) \, dx = g(a) \int_a^{x_0} f(x) \, dx + g(b) \int_{x_0}^b f(x) \, dx.
\] (5.9.2)

Proof. The function \( f \) is Riemann integrable on \([a, b]\). Set \( h(x) = \int_a^x f(t) \, dt \) for \( x \in [a, b] \).

By virtue of Corollary 5.4.4 (substitution theorem), Theorem 5.5.1 (integration by parts) and Theorem 5.9.1, there is an \( x_0 \in [a, b] \) such that

\[
\int_a^b f(x) g(x) \, dx = \int_a^b g \, dh = h(b) g(b) - \int_a^b h \, dg
\]

\[
= \left( \int_a^b f \, dx \right) g(b) - \left( \int_a^{x_0} f \, dx \right) (g(b) - g(a))
\]

\[
= g(a) \int_a^{x_0} f \, dx + g(b) \int_{x_0}^b f \, dx.
\]

\[\square\]

5.10 Other integrals of Stieltjes type

Let functions \( f, g : [a, b] \to \mathbb{R} \) and a division \( \alpha \) of \([a, b]\) be given. Set

\[
S_M(\alpha) = \sum_{j=1}^{\nu(\alpha)} f(\alpha_j) + f(\alpha_{j-1}) \frac{g(\alpha_j) - g(\alpha_{j-1})}{2},
\]

\[
S_{CL}(\alpha) = \sum_{j=1}^{\nu(\alpha)} f(\alpha_{j-1}) (g(\alpha_j) - g(\alpha_{j-1})),
\]

\[
S_{CR}(\alpha) = \sum_{j=1}^{\nu(\alpha)} f(\alpha_j) (g(\alpha_j) - g(\alpha_{j-1})).
\]

If \( S(\alpha, \xi) \) in Definition 5.1.3 is replaced by \( S_M(\alpha) \), \( S_{CL}(\alpha) \), or \( S_{CR}(\alpha) \), we get the definitions of the main integral, left Cauchy integral, and right Cauchy integral, respectively. Again, we distinguish between their (\( \delta \)) and (\( \sigma \)) variants according to the choice of the limiting process. For each of these integrals, the class of integrable functions includes all RS-integrable functions. However, not all properties of RS-integrals are maintained. For example, an analogue of Theorem 5.4.3 (substitution theorem) does not hold for the central integral. More details can be found in Section II.19 of T. H. Hildebrandt’s monograph [55].
5.11 Exercises

(i) In the following examples, investigate the existence and value of the Stieltjes integral $\int_a^b f \, dg$ of each kind introduced in this chapter:

(a) $[a, b] = [0, \pi]$, $f(x) = x$ and $g(x) = \sin x$ for $x \in [a, b]$,

(b) $[a, b] = [-1, 1]$, $f(x) = x$ and $g(x) = \exp(|x|)$ for $x \in [a, b]$,

(c) $[a, b] = [0, 1]$, $f : [a, b] \to \mathbb{R}$ and $g(x) = \begin{cases} 0 & \text{if } x \in [0, \frac{1}{2}), \\ c & \text{if } x = \frac{1}{2}, \\ d & \text{if } x \in (\frac{1}{2}, 1]. \end{cases}$

(ii) Let

$$f(x) = \begin{cases} 0 & \text{if } x < 0, \\ 1 & \text{if } x \geq 0, \end{cases} \quad g(x) = \begin{cases} 0 & \text{if } x \leq 0, \\ 1 & \text{if } x > 0. \end{cases}$$

Investigate the existence and the value of the following integrals (consider both $(\delta)$ and $(\sigma)$ RS-integrals):

$$\int_{-1}^1 g \, df, \quad \int_{-1}^0 g \, df, \quad \int_{0}^1 g \, df, \quad \int_{-1}^1 g \, dg, \quad \int_{-1}^0 g \, dg, \quad \int_{0}^1 g \, dg.$$

(iii) Determine the value of the integral $(\delta) \int_{0}^1 x^2 \, dg(x)$, where

$$g(x) = \begin{cases} x & \text{if } x \in [0, \frac{1}{2}], \\ \frac{1}{x} & \text{if } x \in (\frac{1}{2}, 1]. \end{cases}$$

(iv) Provide an exact definition of the line integral of the first kind mentioned in Section 1.2, and formulate some of its basic properties that follow from the results obtained in the present chapter.
Chapter 6

Kurzweil-Stieltjes integral

Riemann-Stieltjes integral is widely used everywhere where it is possible to limit ourselves to the cases when the integrand and the integrator have no common points of discontinuity (or, in the case of $\sigma$ RS-integral, there are no points at which both functions have discontinuity on the same side). For some applications (e.g. in the theory of hysteresis and related variational inequalities, see \[17, 76\] and \[77\]), the Stieltjes integral which has no requirements on the continuity of the integrated and integrating functions is needed. It appears that the most suitable integral from this point of view is the integral which we will call the Kurzweil-Stieltjes integral. However, its generality is not its only asset. In particular, let us mention also the simplicity of its definition and a relatively easy way of the proofs. Unfortunately, monographic literature has not devoted sufficient attention to this concept. As far as we know, a brief treatise of this integral can be found in chapter 24 of Schechter’s monograph \[117\] from 1997 (however, it is called the Henstock-Stieltjes integral there). Furthermore, McLeod’s monograph \[95\] from 1980, where it is called gauge integral, and several extensive sections (2.6 and 2.7 and partially also 2.8) of the monograph \[29\] by Dudley and Norvaiša deal with this integral (called there the Henstock-Kurzweil integral) in more detail. Let us notice that this integral is a special case of the generalized nonlinear integral which has been introduced in Kurzweil’s seminal work \[78\] from 1957 as a tool for explaining some of the convergence effects occurring in the theory of nonlinear differential equations. A year later, in \[79\], Kurzweil explicitly used this special Stieltjes form of its integral to consider generalized differential equations covering e.g. the equations whose right hand sides contain terms with Dirac distributions. During the 70’s of the last century, the term Kurzweil-Stieltjes integral (or Perron-Stieltjes integral by Kurzweil’s definition) was already commonly used in the works dealing with the generalized nonlinear differential equations (see e.g. \[119\] or \[131\] and the papers cited there).

The aim of this chapter is to present the theory of the Kurzweil-Stieltjes integral as comprehensively as possible.

6.1 Definition and basic properties

Let us recall that the finite ordered subset $\{\alpha_0, \alpha_1, \ldots, \alpha_m\}$ of an interval $[a, b]$ is called a division of the interval $[a, b]$ if

$$a = \alpha_0 < \alpha_1 < \cdots < \alpha_m = b.$$
The set of all divisions of the interval \([a, b]\) is denoted by \(\mathcal{D}[a, b]\). The number of subintervals forming a division is usually denoted by \(\nu(\alpha)\), i.e. \(\alpha_{\nu(\alpha)} = b\). Finally, we also set
\[
|\alpha| = \max_{j \in \{1, \ldots, \nu(\alpha)\}} (\alpha_j - \alpha_{j-1}) \quad \text{for} \quad \alpha \in \mathcal{D}[a, b].
\]

We say that \(\alpha' \in \mathcal{D}[a, b]\) is a refinement of \(\alpha \in \mathcal{D}[a, b]\), if \(\alpha' \supseteq \alpha\).

The pair \(P = (\alpha, \xi)\) of finite ordered sets
\[
\alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_{\nu(\alpha)}\} \quad \text{and} \quad \xi = \{\xi_1, \ldots, \xi_{\nu(\alpha)}\}
\]
is called a partition of the interval \([a, b]\) if \(\alpha\) is a division of the interval \([a, b]\) and
\[
\alpha_j - 1 \leq \xi_j \leq \alpha_j \quad \text{for} \quad j \in \{1, \ldots, \nu(\alpha)\}.
\]

We say that \(\xi_j\) is the tag of the subinterval \([\alpha_{j-1}, \alpha_j]\) and \(\xi\) is the set of the tags. For partitions \(P = (\alpha, \xi)\) we will also write \(\nu(P)\) instead of \(\nu(\alpha)\). (We can also say that \(\nu(P)\) is the number of tags contained in partition \(P\).)

6.1.1 Definition. Every positive function \(\delta : [a, b] \to (0, \infty)\) is called a gauge on the interval \([a, b]\). A set of gauges on \([a, b]\) is denoted by \(\mathcal{G}[a, b]\).

If \(\delta\) is a gauge on \([a, b]\), we say that the partition \(P = (\alpha, \xi)\) of the interval \([a, b]\) is \(\delta\)-fine if
\[
[\alpha_{j-1}, \alpha_j] \subset (\xi_j - \delta(\xi_j), \xi_j + \delta(\xi_j)) \quad \text{for all} \quad j = 1, \ldots, \nu(\alpha). \tag{6.1.1}
\]

Consider functions \(f, g : [a, b] \to \mathbb{R}\) and a partition \(P = (\alpha, \xi)\) of \([a, b]\). Analogously to RS-integrals, we define
\[
S(f, dg, P; [a, b]) = S(f, dg, (\alpha, \xi); [a, b]) = \sum_{j=1}^{\nu(P)} f(\xi_j) [g(\alpha_j) - g(\alpha_{j-1})]
\]
\[
= \sum_{j=1}^{\nu(\alpha)} f(\xi_j) [g(\alpha_j) - g(\alpha_{j-1})].
\]

According to the concrete situation, we will usually write simply e.g. \(S(P)\) or \(S(\alpha, \xi)\) or \(S(f, dg, P)\) or \(S(f, dg, (\alpha, \xi))\) instead of \(S(f, dg, P; [a, b])\) or \(S(f, dg, (\alpha, \xi); [a, b])\).

6.1.2 Definition. Let \(f, g : [a, b] \to \mathbb{R}\) and \(I \in \mathbb{R}\). We say that the Kurzweil-Stieltjes integral (KS-integral)
\[
\int_a^b f(x) \, d[g(x)]
\]
exists and has the value of $I \in \mathbb{R}$ if

$$\text{for every } \varepsilon > 0 \text{ there exists a gauge } \delta \text{ on } [a, b] \text{ such that}$$

$$|I - S(P)| < \varepsilon$$

holds for all $\delta$ - fine partitions of $[a, b]$.

As for RS-integrals, we will also use the shortened notation

$$\int_a^b f \, dg = \int_a^b f(x) \, d[g(x)].$$

and define

$$\int_a^b f \, dg = - \int_b^a f \, dg \text{ and } \int_a^b f \, dg = 0.$$  

If $g(x) \equiv x$, then we speak about KH-integral (Kurzweil-Henstock integral) instead of KS-integral and we denote it $\int_a^b f(x) \, dx$, or in a shorter way $\int_a^b f \, dx$.

This definition is correct due to the following two lemmas.

6.1.3 Lemma (Cousin). The set of all $\delta$ - fine partitions of the interval $[a, b]$ is nonempty for every gauge $\delta$ on $[a, b]$.

Proof. Consider a gauge $\delta$ on $[a, b]$. For a given $c \in (a, b]$, let us denote by $\mathcal{A}(\delta; [a, c])$ the set of all $\delta$ - fine partitions of the interval $[a, c]$ and let $M$ be the set of all $c \in (a, b]$ for which $\mathcal{A}(\delta; [a, c])$ is nonempty.

Let $c = \min\{a + \delta(a), b\}$, $\alpha = \{a, c\}$ and $\xi = \{a\}.$

Since $\delta(a) > 0$, we have $c \in (a, b]$ and $(\alpha, \xi) \in \mathcal{A}(\delta; [a, c])$, i.e. $c \in M$. The set $M$ is thus nonempty and therefore $d = \sup M > -\infty$.

Next, we will show that $d$ does belong to the set $M$. As $\delta(d) > 0$, and by the definition of $d$, there is a $c \in (d - \delta(d), d] \cap M$. Hence, there exists also a $\delta$ - fine partition $(\alpha', \xi')$ of $[a, c]$. Let $c < d$. (In the opposite case, trivially $d = c \in M$.) Set $\alpha = \alpha' \cup \{d\}$ and $\xi = \xi' \cup \{d\}$. Then $(\alpha, \xi)$ is a partition of the interval $[a, d]$, and as $[c, d] \subset (d - \delta(d), d + \delta(d))$, it is $\delta$ - fine. Therefore $d \in M$.

If $d = b$, the proof is finished. Thus, assume $d < b$ and choose an arbitrary tagged division $(\alpha'', \xi'')$ of $[a, d]$ and $\gamma \in (d, d + \delta(d)) \cap (d, b)$. (Such a $\gamma$ exists because $\delta(d) > 0$.) Thus, we have

$$[d, \gamma] \subset (d - \delta(d), d + \delta(d)).$$

Therefore $(\alpha'' \cup \{\gamma\}, \xi'' \cup \{d\})$ is a $\delta$ - fine partition of the interval $[a, \gamma]$, i.e. $\gamma \in M$. Since $\gamma > d$, we get a contradiction with the definition $d = \sup M$. We thus have $d = \sup M = b$ and the proof is completed. \qed
6.1.4 Lemma. The value of the integral \( \int_a^b f \, dg \) is defined uniquely by condition (6.1.2).

Proof. Assume there exist \( I_1, I_2 \in \mathbb{R} \), \( I_1 \neq I_2 \), such that (6.1.2) holds and if we substitute \( I = I_i, i = 1, 2 \). Set \( \bar{\varepsilon} = \frac{1}{2} |I_1 - I_2| \). Then there exist gauges \( \delta_1 \) and \( \delta_2 \) such that

\[
|S(P) - I_1| < \bar{\varepsilon} \quad \text{for every } \delta_1 - \text{fine partition } P \text{ of } [a, b],
\]

and

\[
|S(P) - I_2| < \bar{\varepsilon} \quad \text{for every } \delta_2 - \text{fine partition } P \text{ of } [a, b],
\]

Define a gauge \( \delta \) by

\[
\delta(x) = \min \{\delta_1(x), \delta_2(x)\} \quad \text{for } x \in [a, b].
\]

Then every \( \delta \)-fine partition of \( [a, b] \) is simultaneously both \( \delta_1 \)-fine and \( \delta_2 \)-fine. Consequently, for every \( \delta \)-fine partition \( P \) of \( [a, b] \) we have

\[
2 \bar{\varepsilon} = |I_1 - I_2| = |I_1 - S(P) + S(P) - I_2| \leq |I_1 - S(P)| + |S(P) - I_2| < 2 \bar{\varepsilon}.
\]

This being impossible, it has to be \( I_1 = I_2 \).

If not stated otherwise, in the following text the symbol of the integral will always stand for the KS-integral.

6.1.5 Remark. If gauges \( \delta, \delta_0 \) are such that \( \delta_0 \leq \delta \) on \( [a, b] \), then every \( \delta_0 \)-fine partition of \( [a, b] \) is also \( \delta \)-fine. Therefore, if some condition is satisfied for all \( \delta_0 \)-fine partitions of \( [a, b] \), a fortiori it is satisfied also for all \( \delta \)-fine partitions. Hence, if the gauge \( \delta_0 \) is given, we can limit ourselves in Definition 6.1.2 to the gauges \( \delta_\varepsilon \), for which \( \delta_\varepsilon \leq \delta_0 \) on \( [a, b] \).

Moreover, Definition 6.1.2 will not change if (6.1.1) is replaced by the condition

\[
[\alpha_{j-1}, \alpha_j] \subset [\xi_j - \delta(\xi_j), \xi_j + \delta(\xi_j)] \quad \text{for } j = 1, \ldots, \nu(\alpha).
\]

The next result provides a Bolzano-Cauchy condition for the existence of the KS-integral.

6.1.6 Theorem (BOLZANO–CAUCHY CONDITION). Let \( f, g : [a, b] \to \mathbb{R} \). Then the integral \( \int_a^b f \, dg \) exists if and only if

\[
\left\{ \begin{array}{l}
\text{for each } \varepsilon > 0 \text{ there is a gauge } \delta_\varepsilon \text{ on } [a, b] \text{ such that } \\
|S(P) - S(Q)| < \varepsilon \text{ holds for all } \delta_\varepsilon \text{-fine partitions } P, Q.
\end{array} \right\} (6.1.3)
\]
Proof. a) If the integral \( \int_a^b f \, dg = I \in \mathbb{R} \) exists, then by Definition \ref{Def6.1.2} for every \( \varepsilon > 0 \) there is a gauge \( \delta_\varepsilon \) on \([a, b] \) such that

\[ |S(P) - I| < \frac{\varepsilon}{2} \quad \text{for all } \delta_\varepsilon - \text{fine partitions of } [a, b]. \]

Hence, for every pair \( P, Q \) of \( \delta_\varepsilon \)-fine partitions we have

\[ |S(P) - S(Q)| \leq |S(P) - I| + |S(Q) - I| < \varepsilon, \]

which means that \((8.3.6)\) is true.

b) Now, assume that the Bolzano–Cauchy condition \((8.3.6)\) holds and for a given \( \varepsilon > 0 \), let \( \delta_\varepsilon \) stand for the gauge given by \((8.3.6)\). Set

\[ I(\varepsilon) = \{ S(P) : P \text{ is a } \delta_\varepsilon \text{-fine partition of } [a, b] \}. \]

By Cousin’s Lemma \ref{Lem6.1.3} the \( I(\varepsilon) \) is nonempty for every \( \varepsilon > 0 \) and by \((8.3.6)\) we have

\[ \text{diam } I(\varepsilon) = \sup \{|S(P) - S(Q)| : P, Q \text{ are } \delta_\varepsilon \text{-fine partitions of } [a, b]\} < \varepsilon. \quad (6.1.4) \]

Furthermore,

\[ I(\varepsilon_1) \subset I(\varepsilon_2) \quad \text{whenever } \varepsilon_1 < \varepsilon_2. \]

Thus, by Cantor’s intersection theorem for complete metric spaces (see e.g. Theorem 6.52 in \cite{51} or Theorem 5.1.17 in \cite{143}), the intersection \( \bigcap_{\varepsilon > 0} \text{cl} I(\varepsilon) \) is a one point set \( \{ I \} \) with \( I \in \mathbb{R} \). As a result of \((6.1.4)\), it follows that

\[ |S(f, dg, P) - I| \leq \varepsilon \]

holds for every \( \delta \)-fine partition \( P \) of \([a, b]\). In other words, \( \int_a^b f \, dg = I \) and this completes the proof. \( \square \)

6.1.7 Remark. As in the case of RS-integrals (see Exercise \ref{Ex5.1.16}), if a division \( \alpha \) of \([a, b]\) is given, we can weaken the condition \((8.3.6)\) in the following way:

\[
\left\{ \begin{array}{l}
\text{for all } \varepsilon > 0 \text{ there is a gauge } \delta_\varepsilon \text{ on } [a, b] \text{ such that } \\
|S(P) - S(Q)| < \varepsilon \\
\text{for all } \delta_\varepsilon \text{-fine partitions } P = (\alpha, \xi), \ Q = (\beta, \eta) \text{ of } [a, b] \\
\text{such that } \beta \supset \alpha.
\end{array} \right. \quad (6.1.5)
\]

The KS-integral has the usual linear properties.
6.1.8 Theorem. Let \( f, f_1, f_2, g, g_1, g_2 : [a, b] \rightarrow \mathbb{R} \) and let the integrals 
\[
\int_a^b f_1 \, dg, \quad \int_a^b f_2 \, dg, \quad \int_a^b f \, dg_1 \quad \text{and} \quad \int_a^b f \, dg_2
\]
exist. Then for any \( c_1, c_2 \in \mathbb{R} \),
\[
\int_a^b (c_1 f_1 + c_2 f_2) \, dg = c_1 \int_a^b f_1 \, dg + c_2 \int_a^b f_2 \, dg
\]
and
\[
\int_a^b f \, d[g_1 + g_2] = c_1 \int_a^b f \, dg_1 + c_2 \int_a^b f \, dg_2
\]
hold.

Proof. Let us show for example the proof of the first statement.

Let \( \varepsilon > 0 \) be given. By our assumption there are gauges \( \delta_1 \) and \( \delta_2 \) on \([a, b]\) such that
\[
\left| S(f_1, dg, P) - \int_a^b f_1 \, dg \right| < \varepsilon \quad \text{for all } \delta_1\text{-fine partitions } P \text{ on } [a, b]
\]
and
\[
\left| S(f_2, dg, P) - \int_a^b f_2 \, dg \right| < \varepsilon \quad \text{for all } \delta_2\text{-fine partitions } P \text{ on } [a, b]
\]
Set \( \delta(x) = \min\{\delta_1(x), \delta_2(x)\} \) for \( x \in [a, b] \) and \( h = c_1 f_1 + c_2 f_2 \). Since for a given partition \( P = (\alpha, \xi) \) on \( ab \) we have
\[
S(h, dg, P) = \sum_{j=1}^{\nu(P)} (c_1 f_1(\xi_j) + c_2 f_2(\xi_j)) \left[ g(\alpha_j) - g(\alpha_{j-1}) \right]
\]
\[
= c_1 S(f_1, dg, P) + c_2 S(f_2, dg, P),
\]
we get
\[
\left| S(h, dg, P) - c_1 \int_a^b f_1 \, dg - c_2 \int_a^b f_2 \, dg \right|
\]
\[
\leq |c_1| \left| S(f_1, dg, P) - \int_a^b f_1 \, dg \right| + |c_2| \left| S(f_2, dg, P) - \int_a^b f_2 \, dg \right|
\]
\[
< (|c_1| + |c_2|) \varepsilon,
\]
wherefrom our statement immediately follows.

The second statement of the theorem would be proved similarly and can be left as an exercise for the reader. \( \square \)
6.1.9 Exercise. Prove the second statement of Theorem 6.1.8.

6.1.10 Theorem. If the integral \( \int_a^b f \, dg \) exists and if \( [c, d] \subset [a, b] \), then the integral \( \int_c^d f \, dg \) exists, too.

Proof. Assume that the integral \( \int_a^b f \, dg \) exists and \( a < c < d < b \). By Theorem 6.1.6 there exists a gauge \( \delta \varepsilon \) on \( [a, b] \) such that

\[ |S(P) - S(P')| < \varepsilon \quad \text{for all } \delta \varepsilon \text{-fine partitions } P, P' \text{ of } [a, b]. \] (6.1.6)

Let \( Q = (\beta, \eta) \) and \( Q' = (\beta', \eta') \) be arbitrary \( \delta \varepsilon \)-fine partitions of \( [c, d] \). Further, let us fix arbitrarily a \( \delta \varepsilon \)-fine partition \( Q^- = (\beta^-, \eta^-) \) of \( [a, c] \) and a \( \delta \varepsilon \)-fine partition \( Q^+ = (\beta^+, \eta^+) \) of \( [c, d] \) and set \( P = (\alpha, \xi) \) and \( P' = (\alpha', \xi') \), where

\[ \alpha = \beta^- \cup \beta \cup \beta^+, \quad \xi = \eta^- \cup \eta \cup \eta^+ \]

and

\[ \alpha' = \beta^- \cup \beta' \cup \beta^+, \quad \xi' = \eta^- \cup \eta' \cup \eta^+. \]

Then \( P \) and \( P' \) are \( \delta \varepsilon \)-fine partitions of \( [a, b] \) and

\[ S(P) = S(Q^-) + S(Q) + S(Q^+) \quad \text{and} \quad S(P') = S(Q^-) + S(Q') + S(Q^+). \]

Thus, in view of (6.1.6) we have

\[ |S(Q) - S(Q')| = |S(P) - S(P')| < \varepsilon, \]

wherefrom by Theorem 6.1.6 the existence of the integral \( \int_c^d f \, dg \) follows. \( \square \)

6.1.11 Theorem. Let \( f, g : [a, b] \to \mathbb{R} \) and \( c \in [a, b] \). Then the integral \( \int_a^b f \, dg \) exists if and only if both the integrals \( \int_a^c f \, dg \) and \( \int_c^b f \, dg \) exist. In such case, the equality

\[ \int_a^b f \, dg = \int_a^c f \, dg + \int_c^b f \, dg \]

holds.

Proof. If \( c = a \) or \( c = b \), the statement of the theorem is trivial. Thus, let \( c \in (a, b) \).

a) If the integral \( \int_a^b f \, dg \) exists, then by Theorem 6.1.10 both the integrals \( \int_a^c f \, dg \) and \( \int_c^b f \, dg \) exist, too.
b) Let
\[ \int_a^c f \, dg = I_1 \quad \text{and} \quad \int_c^b f \, dg = I_2. \]

Let \( \varepsilon > 0 \) be given. Choose gauges \( \delta'_\varepsilon \) on \( [a, c] \) and \( \delta''_\varepsilon \) on \( [c, b] \) such that
\[
\left| S(P') - I_1 \right| < \frac{\varepsilon}{2} \quad \text{for all } \delta'_\varepsilon \text{-fine partitions } P' \text{ on } [a, c]
\]
and
\[
\left| S(P'') - I_2 \right| < \frac{\varepsilon}{2} \quad \text{for all } \delta''_\varepsilon \text{-fine partitions } P'' \text{ on } [c, b].
\]

Now, we define the gauge \( \delta_\varepsilon \) on \( [a, b] \) by
\[
\delta_\varepsilon(x) = \begin{cases} 
\min \{ \delta'_\varepsilon(x), \frac{1}{4} (c - x) \} & \text{if } x \in [a, c), \\
\min \{ \delta'_\varepsilon(c), \delta''_\varepsilon(c) \} & \text{if } x = c, \\
\min \{ \delta''_\varepsilon(x), \frac{1}{4} (x - c) \} & \text{if } x \in (c, b].
\end{cases}
\]

Then
\[
x + \delta_\varepsilon(x) \leq x + \frac{1}{4} (c - x) < c \quad \text{if } x < c,
\]
and
\[
x - \delta_\varepsilon(x) \geq x - \frac{1}{4} (x - c) > c \quad \text{if } x > c.
\]

Therefore \( c \in [x - \delta_\varepsilon(x), x + \delta_\varepsilon(x)] \) for no \( x \neq c \). Hence, for every \( \delta_\varepsilon \)-fine partition \( P = (\alpha, \xi) \) of \( [a, b] \), there exists a \( k \in \{1, \ldots, \nu(\alpha)\} \) such that \( \xi_k = c \). Thus, we can assume that
\[
\alpha_{k-1} < \alpha_k = \xi_k = c = \xi_{k+1} < \alpha_{k+1}.
\]

If
\[
\alpha_{k-1} < c = \xi_k < \alpha_k,
\]
we would adjust the corresponding term in the sum \( S(P) \) as follows:
\[
f(c) \left[ g(\alpha_k) - g(\alpha_{k-1}) \right] = f(c) \left[ g(\alpha_k) - g(c) \right] + f(c) \left[ g(c) - g(\alpha_{k-1}) \right].
\]

Thus, there are \( \delta_\varepsilon \)-fine partitions \( P' = (\alpha', \xi') \) of \( [a, c] \) and \( P'' = (\alpha'', \xi'') \) of \( [c, b] \) such that
\[
\alpha = \alpha' \cup \alpha'', \quad \xi = \xi' \cup \xi'' \quad \text{and} \quad S(P) = S(P') + S(P'').
\]
If we take into consideration the relation (6.1.7), we can see that
\[ |S(P) - (I_1 + I_2)| = |S(P') + S(P'') - (I_1 + I_2)| \leq |S(P') - I_1| + |S(P'') - I_2| < \varepsilon \]
holds for every \(\delta\varepsilon\)-fine partition \(P\) of \([a, b]\), i.e. \(\int_a^b f \, dg = I_1 + I_2\).

The next lemma provides a crucial characterization of the KS-integration. Its proof is based on a slight modification of the choice of a suitable gauge used in the proof of the previous statement.

6.1.12 Lemma. For any finite set \(D\) of points of the interval \([a, b]\), there exists a gauge \(\delta\) on \([a, b]\) such that \(D \subset \xi\) for every \(\delta\)-fine partition \((\alpha, \xi)\) of the interval \([a, b]\).

Proof. Let \(D = \{s_1, \ldots, s_k\}\) and \(a \leq s_1 < \ldots < s_k \leq b\). Set
\[
\delta(x) = \begin{cases} 
\frac{1}{4} \min\{|x - s_j| : j \in \{1, \ldots, k\}\} & \text{if } x \notin D, \\
1 & \text{if } x \in D.
\end{cases}
\]
For given \(j \in \{1, \ldots, k\}\) we have
\[ \xi + \delta(\xi) < \xi + \frac{1}{4}(s_j - \xi) < s_j \quad \text{if } \xi \in (s_{j-1}, s_j) \]
and
\[ \xi - \delta(\xi) > \xi - \frac{1}{4}(s_j - \xi) > s_j \quad \text{if } \xi \in (s_j, s_{j+1}). \]
That is,
\[ s_j \in [\xi - \delta(\xi), \xi + \delta(\xi)] \quad \text{if and only if } \xi = s_j. \]
Hence, \(s_j \in \xi\) for each \(j \in \{1, \ldots, k\}\) and each \(\delta\)-fine partition \((\alpha, \xi)\) of \([a, b]\).
In other words, \(D \subset \xi\) for each \(\delta\varepsilon\)-fine partition \((\alpha, \xi)\) of \([a, b]\). \(\square\)

6.2 Relationship to Riemann-Stieltjes and Perron-Stieltjes integrals

If the integral \((\delta) \int_a^b f \, dg\) exists, then the KS-integral \(\int_a^b f \, dg\) exists, too, and has the same value. Indeed, if
\[ (\delta) \int_a^b f \, dg = I \in \mathbb{R}, \]
then for every $\varepsilon > 0$ there is $\Delta_\varepsilon > 0$ such that

$$|S(\alpha, \xi) - I| < \varepsilon$$

for all partitions $(\alpha, \xi)$ of $[a, b]$ such that $|\alpha| < \Delta_\varepsilon$.

Then $\delta_\varepsilon(x) \equiv \Delta_\varepsilon / 2$ is a gauge with the properties guaranteeing the relation

$$\int_a^b f \, dg = I = (\delta) \int_a^b f \, dg.$$

On the other hand, if $\int_a^b f \, dg = I \in \mathbb{R}$ and if for every $\varepsilon > 0$ we can find a gauge $\delta_\varepsilon$ on $[a, b]$ such that

$$\inf \{ \delta_\varepsilon(x) : x \in [a, b] \} > 0$$

and $|S(\alpha, \xi) - I| < \varepsilon$ for each $\delta$-fine partition $(\alpha, \xi)$, then

$$(\delta) \int_a^b f \, dg = I$$

will be true, as well. Indeed, setting $\Delta_\varepsilon = \inf \{ \delta_\varepsilon(x) : x \in [a, b] \}$, we get that

$$|S(\alpha, \xi) - I| < \varepsilon$$

for every partition $(\alpha, \xi)$ of $[a, b]$ such that $|\alpha| < \Delta_\varepsilon$ holds.

The relationship between the $(\sigma)$ RS-integral and the KS-integral is not that evident.

6.2.1 Theorem. If the integral $(\sigma) \int_a^b f \, dg$ exists, then the KS-integral $\int_a^b f \, dg$ exists as well and

$$\int_a^b f \, dg = (\sigma) \int_a^b f \, dg.$$  

Proof. Assume that $(\sigma) \int_a^b f \, dg = I \in \mathbb{R}$. Let $\varepsilon > 0$ be given and let $\alpha_\varepsilon$ be a division of the interval $[a, b]$ such that

$$|S(\alpha, \xi) - I| < \varepsilon$$

for every partition $(\alpha, \xi)$ of $[a, b]$ such that $\alpha \supset \alpha_\varepsilon$.

By Lemma 6.1.12 there exists a gauge $\delta_\varepsilon$ such that

$$\alpha_\varepsilon \subset \xi$$

for each $\delta_\varepsilon$ - fine partition $(\alpha, \xi)$ of $[a, b]$.  

(6.2.1)

Now, let $(\alpha, \xi)$ be an arbitrary $\delta_\varepsilon$-fine partition of $[a, b]$. Then

$$S(\alpha, \xi) = \sum_{j=1}^{\nu(\alpha)} \left[ f(\xi_j) [g(\alpha_j) - g(\xi_j)] + f(\xi_j) [g(\xi_j) - g(\alpha_{j-1})] \right]$$

(6.2.2)
where
\[ \tilde{\alpha} = \{ \alpha_0, \xi_1, \alpha_1, \xi_2, \ldots, \xi_{\nu(\alpha)}, \alpha_{\nu(\alpha)} \} \] and \[ \tilde{\xi} = \{ \xi_1, \xi_1, \xi_2, \xi_2, \ldots, \xi_{\nu(\alpha)}, \xi_{\nu(\alpha)} \} . \]

(Of course, if \( \alpha_{k-1} = \xi_k \) or \( \xi_k = \alpha_k \) for some \( k \), then we would remove the intervals \( [\alpha_{k-1}, \xi_k] \) and \( [\xi_k, \alpha_k] \) and the corresponding tags from \( (\tilde{\alpha}, \tilde{\xi}) . \) By (6.2.1) we have \( \alpha_\varepsilon \subset \xi \subset \tilde{\alpha} . \) Finally, in view of (6.2.2) and due to the definition of \( \alpha_\varepsilon \), we get
\[
\left| S(\alpha, \xi) - I \right| = \left| S(\tilde{\alpha}, \tilde{\xi}) - I \right| < \varepsilon,
\]
which means that \( \int_a^b f \, dg = I . \) This completes the proof. \( \square \)

Notice that the proof of the previous theorem also contains the proof of the following statement.

**6.2.2 Lemma.** Let \( f, g : [a, b] \to \mathbb{R} . \) Then for every partition \( P = (\alpha, \xi) \) of \([a, b]\), there exists a partition \( \tilde{P} = (\tilde{\alpha}, \tilde{\xi}) \) of \([a, b]\) such that
\[
\xi \subset \tilde{\alpha} \cap \tilde{\xi} \quad \text{and} \quad S(\tilde{P}) = S(P).
\]

**6.2.3 Examples.** Let us consider for a while the special case when the integrator is the identity function, i.e. when the KS-integral reduces to the KH-integral.

(i) The KH-integral is obviously a generalization of the classical Riemann integral.

(ii) Let \( f(x) = 0 \) for \( x \in [a, b] \setminus D \) where \( D \) is a subset of \([a, b]\) of zero measure. Let an arbitrary \( \varepsilon > 0 \) be given and let \( M \) be the set of those \( t \in [a, b] \) for which \( f(x) \neq 0 \). By assumption, \( \mu(M) = 0 \) holds for the Lebesgue measure \( \mu(M) \) of \( M \). Set
\[
M_n = \{ x \in [a, b] : n - 1 \leq f(x) < n \} \quad \text{for} \quad n \in \mathbb{N}.
\]

Obviously,
\[
\mathcal{M} = \bigcup_{n \in \mathbb{N}} \text{ and } \mu(M_n) = 0 \quad \text{for every} \quad n \in \mathbb{N}.
\]

In particular, for each \( n \in \mathbb{N} \) there is an open subset \( G_n \) of \([a, b]\) such that
\[
M_n \subset G_n \quad \text{and} \quad \mu(G_n) < \frac{\varepsilon}{n \, 2^n}.
\]

Now, define a gauge \( \delta_\varepsilon \) in such a way that
\[
\delta_\varepsilon(x) = 1 \quad \text{if} \quad x \not\in D \quad \text{and} \quad (x - \delta_\varepsilon(x), x + \delta_\varepsilon(x)) \subset G_n \quad \text{if} \quad x \in M_n \quad \text{for some} \quad n \in \mathbb{N}.
\]
Let $P = (\alpha, \xi)$ be a $\delta_\varepsilon$-fine partition of $[a, b]$ and let $m = \nu(P)$. Then

$$|S(P)| = \left| \sum_{j=1}^{m} f(\xi_j) [\alpha_j - \alpha_{j-1}] \right| = \left| \sum_{n=1}^{\infty} \sum_{j=1}^{m} f(\xi_j) [\alpha_j - \alpha_{j-1}] \right|$$

$$\leq \sum_{n=1}^{\infty} \left| \sum_{j=1}^{m} f(\xi_j) [\alpha_j - \alpha_{j-1}] \right| \leq \sum_{n=1}^{\infty} n \left( \sum_{j=1}^{m} (\alpha_j - \alpha_{j-1}) \right)$$

$$< \varepsilon \left( \sum_{n=1}^{\infty} \frac{1}{2^n} \right) = \varepsilon.$$

According to Definition 6.1.2, it follows that $\int_{a}^{b} f(x) \, dx = 0$.

(iii) Let the Newton integral $(N) \int_{a}^{b} f(x) \, dx = F(b) - F(a)$ exist where the function $F$ is continuous on $[a, b]$ and

$$F'(x) = f(x) \text{ for each } x \in (a, b), \quad F'(a+) = f(a), \quad F'(b-) = f(b). \quad (6.2.3)$$

We will show that then the KH-integral $\int_{a}^{b} f(x) \, dx$ also exists and its value equals $F(b) - F(a)$.

Let $\varepsilon > 0$ be given. Due to (6.2.3), for each $\xi \in [a, b]$ there exists a $\delta_\varepsilon(\xi) > 0$ such that

$$|F(x) - F(\xi) - f(\xi) (x - \xi)| < \frac{\varepsilon}{b-a} |x - \xi|$$

is true for all $x \in [a, b] \cap (\xi - \delta_\varepsilon(\xi), \xi + \delta_\varepsilon(\xi))$. Now, let $P = (\alpha, \xi)$ be an arbitrary $\delta_\varepsilon$-fine partition of $[a, b]$ and put $m = \nu(P)$. Then

$$|F(\alpha_j) - F(\alpha_{j-1}) - f(\xi_j) [\alpha_j - \alpha_{j-1}]|$$

$$\leq |F(\alpha_j) - F(\xi_j) - f(\xi_j) [\alpha_j - \xi_j]|$$

$$+ |F(\xi_j) - F(\alpha_{j-1}) - f(\xi_j) [\xi_j - \alpha_{j-1}]|$$

$$< \frac{\varepsilon}{b-a} (|\alpha_j - \xi_j| + |\xi_j - \alpha_{j-1}|) = \frac{\varepsilon}{b-a} [\alpha_j - \alpha_{j-1}]$$

for every $j \in \{1, \ldots, m\}$ and hence

$$|[F(b) - F(a)] - S(P)| = \left| \sum_{j=1}^{m} (F(\alpha_j) - F(\alpha_{j-1}) - f(\xi_j) [\alpha_j - \alpha_{j-1}]) \right|$$
\[
\leq \sum_{j=1}^{m} |F(\alpha_j) - F(\alpha_{j-1}) - f(\xi_j) |[\alpha_j - \alpha_{j-1}]|
\]

\[
< \frac{\varepsilon}{b-a} \sum_{j=1}^{m} [\alpha_j - \alpha_{j-1}] = \varepsilon,
\]

i.e. \( \int_a^b f(x) \, dx = F(b) - F(a) \).

**6.2.4 Remark.** Consider the Dirichlet function

\[ f_D(x) = \begin{cases} 
1 & \text{if } x \text{ is rational}, \\
0 & \text{if } x \text{ is irrational}
\end{cases} \]

(cf. Exercise 4.1.4 (iii)) and an arbitrary bounded interval \([a, b]\). By Example 6.2.3 (ii), we have

\[ \int_a^b f_D(x) \, dx = 0. \]

On the other hand, the Riemann integral \( \int_a^b f_D \, dx \) does not exist whenever the interval \([a, b]\) is nondegenerate. Indeed, let \( \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\} \) be an arbitrary division of \([a, b]\). Choosing all the tags \( \xi_j \in [\alpha_{j-1}, \alpha_j] \) rational, we get \( S(\alpha, \xi) = b - a \neq 0 \), while, if all the tags are irrational, we have \( S(\alpha, \xi) = 0 \), wherefrom the assertion immediately follows.

The Kurzweil-Stieltjes integral is closely connected with the integral known as the **Perron-Stieltjes** integral even though its definition actually belongs to A. J. Ward \([151]\). Ward’s definition is also described in Section VI.8 of the monograph by S. Saks \([116]\) and is based on the terms majorant and minorant.

**6.2.5 Definition.** Let \( f, g : [a, b] \to \mathbb{R} \). We say that \( M : [a, b] \to \mathbb{R} \) is a majorant for \( f \) with respect to \( g \) if there exists a gauge \( \delta \) on \([a, b]\) such that

\[
(t - \tau) \left[ M(t) - M(\tau) \right] \geq (t - \tau) f(\tau) \left[ g(t) - g(\tau) \right]
\]

holds for every \( \tau \in [a, b] \) and every \( t \in [a, b] \cap (\tau - \delta(\tau), \tau + \delta(\tau)) \).

Similarly, \( m : [a, b] \to \mathbb{R} \) is the minorant for \( f \) with respect to \( g \) if there exist a gauge \( \delta \) on \([a, b]\) such that

\[
(t - \tau) \left[ m(t) - m(\tau) \right] \leq (t - \tau) f(\tau) \left[ g(t) - g(\tau) \right]
\]

holds for every \( \tau \in [a, b] \) and every \( t \in [a, b] \cap (\tau - \delta(\tau), \tau + \delta(\tau)) \).

The set of all majorants for \( f \) with respect to \( g \) is denoted by \( \mathcal{M}(f \Delta g) \) whereas \( \mathfrak{m}(f \Delta g) \) stands for the set of all minorants for \( f \) with respect to \( g \).
6.2.6 Definition. Let \( f, g : [a, b] \to \mathbb{R} \) and
\[
\mathbb{M}(f \Delta g) \neq \emptyset \neq m(f \Delta g). \tag{6.2.4}
\]
Then we define
\[
(\text{PS}) \int_a^b f \, dg = \inf \left\{ M(b) - M(a) : M \in \mathbb{M}[a, b] \right\}
\]
and
\[
(\text{PS}) \int_a^b f \, dg = \sup \left\{ m(b) - m(a) : m \in m[a, b] \right\}.
\]

The quantity \( (\text{PS}) \int_a^b f \, dg \) is called the upper Perron-Stieltjes integral of the function \( f \) with respect to \( g \) (from \( a \) to \( b \)) while \( (\text{PS}) \int_a^b f \, dg \) is the lower Perron-Stieltjes integral of the function \( f \) with respect to \( g \) (from \( a \) to \( b \)).

In the cases when \( (6.2.4) \) does not hold, we set
\[
(\text{PS}) \int_a^b f \, dg = \infty \quad \text{if} \quad \mathbb{M}(f \Delta g) = \emptyset,
\]
and
\[
(\text{PS}) \int_a^b f \, dg = -\infty \quad \text{if} \quad m(f \Delta g) = \emptyset.
\]

It is not surprising that the following statement holds.

6.2.7 Lemma. For any functions \( f, g : [a, b] \to \mathbb{R} \) the inequality
\[
(\text{PS}) \int_a^b f \, dg \leq (\text{PS}) \int_a^b f \, dg \tag{6.2.5}
\]
holds.

Proof. If at least one of the sets \( \mathbb{M}(f \Delta g) \) or \( m(f \Delta g) \) is empty, then the inequality \( (6.2.5) \) is trivially satisfied. Therefore, assume that \( (6.2.4) \) holds.

Choose arbitrary majorant \( M \in \mathbb{M}(f \Delta g) \) and minorant \( m \in m(f \Delta g) \). By the definition there are gauges \( \delta_1 \) and \( \delta_2 \) on \([a, b]\) such that
\[
(t - \tau) \ [M(t) - M(\tau)] \geq (t - \tau) \ f(\tau) \ [g(t) - g(\tau)]
\]
for \( \tau \in [a, b] \) and \( t \in [a, b] \cap (\tau - \delta_1(\tau), \tau + \delta_1(\tau)) \), and
\[(t-\tau) \left[ m(t) - m(\tau) \right] \leq (t-\tau) f(\tau) \left[ g(t) - g(\tau) \right] \]

for \( \tau \in [a, b] \) and \( t \in [a, b] \cap (\tau - \delta_2(\tau), \tau + \delta_2(\tau)) \)

hold. Set \( \delta(x) = \min\{\delta_1(x), \delta_2(x)\} \) for \( x \in [a, b] \). Then

\[
m(t) - m(\tau) \leq f(\tau) \left[ g(t) - g(\tau) \right] \leq M(t) - M(\tau)
\]

for \( \tau \in [a, b] \) and \( t \in [a, b] \cap [\tau, \tau + \delta(\tau)] \),

and

\[
m(\tau) - m(t) \leq f(\tau) \left[ g(\tau) - g(t) \right] \leq M(\tau) - M(t)
\]

for \( \tau \in [a, b] \) and \( t \in [a, b] \cap [\tau - \delta(\tau), \tau] \).

Thus, for any \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \( [a, b] \) and every \( j \in \{1, \ldots, \nu(P)\} \)
we have

\[
m(\alpha_j) - m(\xi_j) \leq f(\xi_j) \left[ g(\alpha_j) - g(\xi_j) \right] \leq M(\alpha_j) - M(\xi_j)
\]

and

\[
m(\xi_j) - m(\alpha_{j-1}) \leq f(\xi_j) \left[ g(\xi_j) - g(\alpha_{j-1}) \right] \leq M(\xi_j) - M(\alpha_{j-1}).
\]

Summing these inequalities for \( j = 1, \ldots, \nu(P) \), we get

\[
m(b) - m(a) \leq S(P) \leq M(b) - M(a). \tag{6.2.6}
\]

This implies that the inequality

\[
m(b) - m(a) \leq M(b) - M(a)
\]

holds for every \( M \in \mathcal{M}(f \Delta g) \) and every \( m \in m(f \Delta g) \). Hence,

\[
(PS) \int_a^b f \, dg = \sup \left\{ m(b) - m(a) : m \in m[a, b] \right\}
\]

\[
\leq \inf \left\{ M(b) - M(a) : M \in m[a, b] \right\} = (PS) \int_a^b f \, dg.
\]

This completes the proof of (6.2.5). \( \square \)

6.2.8 Remark. Notice that the proof of the previous lemma contains also the proof of the following assertion:

For given functions \( f, g : [a, b] \to \mathbb{R} \), \( M \in \mathcal{M}(f \Delta g) \) and \( m \in m(f \Delta g) \), there is a
gauge \( \delta \) on \( [a, b] \) such that the inequalities (6.2.6) hold for each \( \delta \)-fine partition \( P \) of \( [a, b] \).
6.2.9 Definition. If

\[(PS) \int_a^b f \, dg = (PS) \int_a^b f \, dg \in \mathbb{R},\]

we say that the *Perron-Stieltjes integral* (in short, PS-integral)

\[(PS) \int_a^b f \, dg\]

of the function \(f\) with respect to \(g\) from \(a\) to \(b\) exists. Its value is determined by the common value of the upper and lower integral, i.e.

\[(PS) \int_a^b f \, dg = (PS) \int_a^b f \, dg = (PS) \int_a^b f \, dg.\]

The relationship between the PS-integral and the KS-integral is described by the following theorem.

6.2.10 Theorem. The integral \((PS) \int_a^b f \, dg\) exists if and only if the KS-integral \(\int_a^b f \, dg\) exists and in that case, both integrals have the same value

\[
\int_a^b f \, dg = (PS) \int_a^b f \, dg. \tag{6.2.7}
\]

Proof. a) Assume that \((PS) \int_a^b f \, dg = I \in \mathbb{R}\) and let an arbitrary \(\varepsilon > 0\) be given. By definition, there are a majorant \(M \in \mathcal{M}(f \Delta g)\) and a minorant \(m \in \mathcal{M}(f \Delta g)\) such that

\[M(b) - M(a) - \frac{\varepsilon}{2} < I < m(b) - m(a) + \frac{\varepsilon}{2},\]

or equivalently

\[I - \frac{\varepsilon}{2} \leq m(b) - m(a) \leq M(b) - M(a) < I + \frac{\varepsilon}{2}. \tag{6.2.8}\]

According to Remark 6.2.8 there is a gauge \(\delta\) on \([a, b]\) such that (6.2.6) holds for each \(\delta\)-fine partition \(P\) of \([a, b]\). Combining the inequalities (6.2.6) and (6.2.8), we show that the inequalities

\[I - \frac{\varepsilon}{2} \leq m(b) - m(a) \leq S(P) \leq M(B) - M(a) < I + \frac{\varepsilon}{2}\]
hold for every \( \delta \)-fine partition \( P \) of the interval \([a, b]\). This means that the KS–
integral \( \int_a^b f \, dg \) exists and relation (6.2.7) is true.

b) Assume that \( \int_a^b f \, dg = I \in \mathbb{R} \) and an arbitrary \( \varepsilon > 0 \) is given. By Definition
[6.1.2] there is a gauge \( \delta \) such that

\[
I - \frac{\varepsilon}{2} < S(P) < I + \frac{\varepsilon}{2} \quad \text{for all } \delta \text{-fine partitions } P \text{ of } [a, b]. \tag{6.2.9}
\]

Define \( M(a) = m(a) = 0 \),

\[
M(x) = \sup \{ S(Q) : Q \text{is a } \delta \text{-fine partition of } [a, x] \} \quad \text{for } x \in (a, b]
\]

and

\[
m(x) = \inf \{ S(Q) : Q \text{is a } \delta \text{-fine partition of } [a, x] \} \quad \text{for } x \in (a, b].
\]

By (6.2.9) we have

\[
I - \varepsilon < I - \frac{\varepsilon}{2} \leq m(b) - m(a) \leq M(b) - M(a) \leq I + \frac{\varepsilon}{2} < I + \varepsilon. \tag{6.2.10}
\]

Let \( x \in [a, b] \) and \( t \in [x, x + \delta] \cap [a, b] \). Further, let \( Q = (\beta, \eta) \) be an arbitrary
\( \delta \text{-fine partition of } [a, x] \) and \( \tilde{Q} = (\tilde{\beta}, \tilde{\eta}) \), where \( \tilde{\beta} = \beta \cup \{t\} \) and \( \tilde{\eta} = \eta \cup \{x\} \).
Then \( \tilde{Q} \) is a \( \delta \text{-fine partition of } [a, t] \) and

\[
S(Q) + f(x) [g(t) - g(x)] = S(\tilde{Q}). \tag{6.2.11}
\]

Passing to the supremum on both sides of equality (6.2.11) we obtain the inequality

\[
M(t) \geq M(x) + f(x) [g(t) - g(x)] \quad \text{for } x \in [a, b] \text{ and } t \in [x, x + \delta] \cap [a, b].
\]

Analogously,

\[
M(x) \geq M(t) + f(x) [g(x) - g(t)] \quad \text{for } x \in (a, b] \text{ and } t \in (x - \delta, x] \cap [a, b].
\]

Similarly, we can also prove the following inequalities

\[
m(t) \leq m(x) + f(x) [g(t) - g(x)] \quad \text{for } x \in [a, b] \text{ and } t \in [x, x + \delta] \cap [a, b]
\]

and

\[
m(x) \leq m(t) + f(x) [g(x) - g(t)] \quad \text{for } x \in [a, b] \text{ and } t \in (x - \delta, x] \cap [a, b].
\]

It follows that \( M \) and \( m \) are, respectively, the majorant and minorant for \( f \) with respect to \( g \). Consequently, having in mind Definition [6.2.6] Lemma [6.2.7] and
(6.2.10), we can see that the inequalities

\[
I - \varepsilon < (\text{PS}) \int_a^b f \, dg \leq (\text{PS}) \int_a^b f \, dg \leq M(b) - M(a) < I + \varepsilon
\]

Thus, \( f \) is a KS–Stieltjes integral.
are true. As \( \varepsilon > 0 \) was arbitrary, this yields
\[
(PS) \int_a^b f \, dg = (PS) \int_a^b f \, dg = (PS) \int_a^b f \, dg = I,
\]
which completes the proof. \( \square \)

6.2.11 Remark. Notice that if \( M \in \mathcal{M}(f \triangle g) \) and the integral \( \int_a^b f \, dg \) exists, then by Theorem 6.2.10 and Definitions 6.2.6 and 6.2.9 the estimate
\[
\int_a^b f \, dg \leq M(b) - M(a)
\]
is true. Analogously, if \( f : [a, b] \to \mathbb{R} \) and \( g : [a, b] \to \mathbb{R} \) are such that the integral \( \int_a^b f \, dg \) exists, and if there are a gauge \( \delta \) on \( [a, b] \) and a function \( u : [a, b] \to \mathbb{R} \) nondecreasing on \( [a, b] \) such that
\[
|t - \tau| |f(\tau)| |g(t) - g(\tau)| \leq (t - \tau) (u(t) - u(\tau))
\]
holds whenever \( \tau \in [a, b] \) and \( t \in (\tau - \delta(\tau), \tau + \delta(\tau)) \cap [a, b] \), then
\[
|S(P)| \leq \sum_{j=1}^{\nu(P)} |f(\xi_j)| \left( |g(\alpha_j) - g(\xi_j)| + |g(\xi_j) - g(\alpha_{j-1})| \right)
\]
\[
\leq \sum_{j=1}^{\nu(P)} \left( u(\alpha_j) - u(\alpha_{j-1}) \right) = u(b) - u(a)
\]
for every \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \( [a, b] \), wherefrom the estimate
\[
\left| \int_a^b f \, dg \right| \leq u(b) - u(a)
\]
instantaneously follows.

6.3 Existence of integral

In Examples 6.2.3, we determined the values of some simple KH-integrals directly from the definition. Now, we want to show that in some simple examples it is also possible to determine directly the values of KS-integrals.
6.3.1 Examples. (i) If \( f = f(a) \) on \([a, b]\), then clearly

\[
\int_a^b f \, dg = f(a) \left( g(b) - g(a) \right) \quad \text{and} \quad \int_a^b g \, df = 0
\]

for every function \( g : [a, b] \to \mathbb{R} \).

(ii) For any function \( f : [a, b] \to \mathbb{R} \), the following relations are true:

\[
\int_a^b f \, d\chi_{(\tau, b]} = f(\tau) \quad \text{if} \quad \tau \in [a, b), \tag{6.3.1}
\]

\[
\int_a^b f \, d\chi_{[\tau, b]} = f(\tau) \quad \text{if} \quad \tau \in (a, b], \tag{6.3.2}
\]

\[
\int_a^b f \, d\chi_{[a, \tau]} = -f(\tau) \quad \text{if} \quad \tau \in [a, b), \tag{6.3.3}
\]

\[
\int_a^b f \, d\chi_{(a, \tau)} = -f(\tau) \quad \text{if} \quad \tau \in (a, b] \tag{6.3.4}
\]

and

\[
\int_a^b f \, d\chi_{[\tau]} = \begin{cases} 
-f(a) & \text{if} \quad \tau = a, \\
0 & \text{if} \quad \tau \in (a, b), \\
f(b) & \text{if} \quad \tau = b. 
\end{cases} \tag{6.3.5}
\]

Let us show the proofs of (6.3.1) and (6.3.2). The other ones then follow by Theorem 6.1.11.

\[\text{a) Let} \quad \tau \in [a, b) \quad \text{and} \quad g(x) = \chi_{(\tau, b]}(x) \quad \text{on} \quad [a, b]. \quad \text{Then} \quad g \equiv 0 \quad \text{on} \quad [a, \tau] \quad \text{and by the example (i) we have}
\]

\[
\int_a^\tau f \, dg = 0.
\]

By Lemma 6.1.12 there is a gauge \( \delta \) on \([\tau, b]\) such that \( \tau = \alpha_0 = \xi_1 \) holds for each \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \([\tau, b]\). Moreover, we have

\[
g(\alpha_j) - g(\alpha_{j-1}) = 0 \quad \text{for} \quad j \in \{2, 3, \ldots, \nu(P)\}.
\]

Thus,

\[
S(P) = f(\tau) \left[ g(\alpha_1) - g(\tau) \right] = f(\tau) \quad \text{for each} \quad \delta \text{-fine partition} \quad P = (\alpha, \xi) \quad \text{of} \quad [\tau, b],
\]

which implies that

\[
\int_\tau^b f \, dg = f(\tau).
\]
Relation (6.3.1) now follows by Theorem 6.1.11.

b) Relationship (6.3.2) will be proved analogously. We have

\[ \tau \in (a, b], \quad g(x) = \chi_{[\tau, b]}(x) \quad \text{and} \quad \int_\tau^b f \, dg = 0. \]

By Lemma 6.1.12, there is a gauge \( \delta \) on \([a, \tau]\) such that \( \alpha_{\nu(P)} = \xi_{\nu(P)} = \tau \) for each \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \([a, \tau]\). Thus

\[ S(P) = f(\tau) [g(\tau) - g(\alpha_{\nu(P)-1})] = f(\tau) \]

for every \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \([a, \tau]\). Therefore,

\[ \int_a^\tau f \, dg = f(\tau). \]

Relation (6.3.2) follows again by using Theorem 6.1.11.

(iii) For any function \( g \) regulated on \([a, b]\), the following relations are true:

\[
\begin{align*}
\int_a^b \chi_{(\tau, b]} \, dg &= g(b) - g(\tau+) \quad \text{if } \tau \in [a, b), \quad (6.3.6) \\
\int_a^b \chi_{[\tau, b]} \, dg &= g(b) - g(\tau-) \quad \text{if } \tau \in (a, b], \quad (6.3.7) \\
\int_a^b \chi_{[a, \tau]} \, dg &= g(\tau+) - g(a) \quad \text{if } \tau \in [a, b), \quad (6.3.8) \\
\int_a^b \chi_{[a, \tau)} \, dg &= g(\tau-) - g(a) \quad \text{if } \tau \in (a, b] \quad (6.3.9)
\end{align*}
\]

and

\[
\int_a^\tau \chi_{[\tau]} \, dg = \begin{cases} 
\Delta^+ g(a) & \text{if } \tau = a, \\
\Delta g(\tau) & \text{if } \tau \in (a, b), \\
\Delta^- g(b) & \text{if } \tau = b.
\end{cases} \quad (6.3.10)
\]

Again, we limit ourselves to the proof of the first two relations.

a) First, let \( \tau \in [a, b) \) and \( f(x) = \chi_{(\tau, b]}(x) \). We have

\[ \int_a^\tau f \, dg = 0. \]
Let $\varepsilon > 0$ be given and let $\eta_\varepsilon > 0$ be such that

$$|g(x^+) - g(x)| < \varepsilon \quad \text{for} \quad x \in (\tau, \tau + \eta_\varepsilon).$$

By Lemma 6.1.12 we can choose a gauge $\delta$ on $[\tau, b]$ such that $\tau = \alpha_0 = \xi_1$ for each $\delta$-fine partition $P = (\alpha, \xi)$ of $[\tau, b]$. Set

$$\delta_\varepsilon(x) = \begin{cases} \min\{\eta_\varepsilon, \delta(x)\} & \text{if} \quad x = \tau, \\ \delta(x) & \text{if} \quad x \in (\tau, b). \end{cases}$$

Let an arbitrary $\delta_\varepsilon$-fine partition $P = (\alpha, \xi)$ of $[\tau, b]$ be given. Then

$$\tau = \alpha_0 = \xi_1 \quad \text{and} \quad \alpha_1 \in (\tau, \tau + \eta_\varepsilon)$$

and consequently

$$\left| S(P) - [g(b) - g(\tau^+)] \right| = \left| g(b) - g(\alpha_1) \right| + \left| g(\alpha_1) - g(\alpha_2) \right| + \cdots + \left| g(\alpha_{\nu(P)}) - g(\tau) \right| < \varepsilon.$$

Thus,

$$\int_\tau^b f \, dg = g(b) - g(\tau^+),$$

and, due to Theorem 6.1.11

$$\int_a^bf \, dg = \int_a^\tau f \, dg + \int_\tau^bf \, dg = g(b) - g(\tau^+),$$

i.e. (6.3.6) is true.

b) Let $\tau \in (a, b]$ and $f(x) = \chi_{[\tau, b]}(x)$ for $x \in [a, b]$. Then

$$\int_\tau^bf \, dg = g(b) - g(\tau).$$

Let an arbitrary $\varepsilon > 0$ be given. Choose $\eta_\varepsilon > 0$ such that $|g(x^-) - g(x)| < \varepsilon$ for every $x \in (\tau - \eta_\varepsilon, \tau)$. Further, using Lemma 6.1.12 we can choose a gauge $\delta$ on $[a, \tau]$ such that

$$\tau = \alpha_\nu(P) = \xi_\nu(P) \quad \text{for each} \quad \delta\text{-fine partition} \quad P = (\alpha, \xi) \quad \text{of} \quad [a, \tau].$$
Now, set
\[ \delta_\varepsilon(x) = \begin{cases} \delta(x), & \text{if } x \in [a, \tau), \\ \min\{\eta_\varepsilon, \delta(\tau)\}, & \text{if } x = \tau. \end{cases} \]

Let an arbitrary \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \([a, \tau]\) be given. Then
\[ \tau = \alpha_{\nu(P)} = \xi_{\nu(P)}, \quad \alpha_{\nu(P)-1} \in (\tau - \eta_\varepsilon, \tau) \quad \text{and} \quad S(P) = g(\tau) - g(\alpha_{\nu(P)-1}) \]
and consequently
\[
\left| S(P) - [g(\tau) - g(\tau-)] \right| = \left| [g(\tau) - g(\alpha_{\nu(P)-1})] - [g(\tau) - g(\tau-)] \right| \\
= \left| g(\tau-) - g(\alpha_{\nu(P)-1}) \right| < \varepsilon,
\]
wherefrom
\[
\int_a^\tau f \, dg = g(\tau) - g(\tau-).
\]

Finally, using Theorem 6.1.11, we get
\[
\int_a^b f \, dg = \int_a^{\tau} f \, dg + \int_{\tau}^b f \, dg = g(b) - g(\tau-).
\]

As far as the existence of the integral is concerned, since every finite step function is a finite linear combination of functions of the form \( \chi_{[\tau, b]}, \chi_{[\tau, b]}, \chi_{[b]} \) where \( \tau \) can be an arbitrary point from \([a, b]\) (see (2.5.1)), we can summarize the above examples into the following statement.

**6.3.2 Corollary.** If \( g \in G([a, b]) \) and \( f \in S[a, b] \), then both integrals
\[
\int_a^b f \, dg \quad \text{and} \quad \int_a^b g \, df
\]
exist.

**6.3.3 Exercise.** Prove the following statement:
Let \( h : [a, b] \to \mathbb{R}, \ c \in \mathbb{R}, \ D = \{d_1, \ldots, d_n\} \subset [a, b] \) and \( h(x) = c \) for \( x \in [a, b] \setminus D \). Then
\[
\int_a^b f \, dh = f(b) \, h(b) - f(a) \, h(a) - (f(b) - f(a)) \, c
\]
holds for every \( f : [a, b] \to \mathbb{R} \).

**Hint:** Write the function \( h \) in the form \( h(x) = c + \sum_{k=1}^n [h(d_k) - c] \chi_{[d_k]}(x) \) and use the results of Examples 6.3.1.
The next three theorems give us the basic estimates for KS-integrals under the assumption that these integrals exist. The first two require no other assumptions about the functions $f$ and $g$. Nevertheless, it is obvious that these theorems have a practical meaning only under the assumption that $f$ is bounded on $[a, b]$ and $g$ has a bounded variation on $[a, b]$.

6.3.4 Theorem. Let $f, g : [a, b] \to \mathbb{R}$. Then

$$|S(P)| \leq \|f\| \var^b_a g \quad \text{holds for each partition } P \text{ of } [a, b]. \quad (6.3.11)$$

If the integral $\int_a^b f \, dg$ exists, then

$$\left| \int_a^b f \, dg \right| \leq \|f\| \var^b_a g. \quad (6.3.12)$$

If, in addition, the integral $\int_a^b |f(x)| \, d[\var^x_a g]$ exists, then we have also

$$\left| \int_a^b f \, dg \right| \leq \int_a^b |f(x)| \, d[\var^x_a g] \leq \|f\| \var^b_a g. \quad (6.3.13)$$

Proof. For every partition $P = (\alpha, \xi)$ of $[a, b]$ we have

$$|S(P)| \leq \sum_{j=1}^{\nu(P)} |f(\xi_j)| |g(\alpha_j) - g(\alpha_{j-1})|$$

$$\leq \sum_{j=1}^{\nu(P)} |f(\xi_j)| (\var^a_{\alpha_j-1} g) \leq \|f\| \var^b_a g,$$

wherefrom the assertion of the theorem immediately follows. \qed

6.3.5 Theorem. Let $f, g : [a, b] \to \mathbb{R}$. Then

$$|S(P)| \leq (|f(a)| + |f(b)| + \var^b_a f) \|g\|$$

for each partition $P = (\alpha, \xi)$ of $[a, b]$. \quad (6.3.14)

Furthermore,

$$\left| \int_a^b f \, dg \right| \leq (|f(a)| + |f(b)| + \var^b_a f) \|g\| \quad (6.3.15)$$

holds whenever the integral $\int_a^b f \, dg$ exists.
Proof. For an arbitrary partition \( P = (\alpha, \xi) \) of \([a, b]\) we have

\[
S(P) = f(\xi_1) [g(\alpha_1) - g(a)] + f(\xi_2) [g(\alpha_2) - g(\alpha_1)] \\
+ \cdots + f(\xi_m) [g(b) - g(\alpha_{m-1})] \\
= f(b) g(b) - f(a) g(a) \\
- [f(\xi_1) - f(a)] g(a) - [f(\xi_2) - f(\xi_1)] g(\alpha_1) \\
- \cdots - [f(b) - f(\xi_m)] g(b) \\
= f(b) g(b) - f(a) g(a) - \sum_{j=0}^{\nu(P)} [f(\xi_{j+1}) - f(\xi_j)] g(\alpha_j),
\]

where \( \xi_0 = a \) and \( \xi_{m+1} = b \). Inequalities (6.3.14) and (6.3.15) now immediately follow.

6.3.6 Remark. Usually, instead of (6.3.14) or (6.3.15), slightly less sharp estimates

\[
|S(P)| \leq 2 \|f\|_{BV} \|g\| \quad \text{for every partition } P = (\alpha, \xi) \text{ of } [a, b] \quad (6.3.16)
\]

and

\[
\left| \int_a^b f \, dg \right| \leq 2 \|f\|_{BV} \|g\| \quad (6.3.17)
\]

will be sufficient for our aims.

Theorem 6.3.4 enables us to prove the simplest convergence theorem.

6.3.7 Theorem. Let \( f : [a, b] \to \mathbb{R}, \ g \in BV([a, b]) \) and let the sequence \( \{f_n\} \) of functions defined on the interval \([a, b]\) be such that

\[
\lim_{n \to \infty} \|f_n - f\| = 0, \quad (6.3.18)
\]

and all the integrals \( \int_a^b f_n \, dg, \ n \in \mathbb{N}, \) exist. Then the integral \( \int_a^b f \, dg \) exists, too, and

\[
\lim_{n \to \infty} \int_a^b f_n \, dg = \int_a^b f \, dg. \quad (6.3.19)
\]

Proof. By assumption (6.3.18), for a given \( \varepsilon > 0 \) there is \( n_1 \in \mathbb{N} \) such that

\[
\|f_n - f_m\| < \frac{\varepsilon}{1 + \text{var}_a^b g} \quad \text{for all } m, n \geq n_1.
\]
Thus, by Theorems 6.1.8 and 6.3.4, we have
\[
\left| \int_a^b f_n \, dg - \int_a^b f_m \, dg \right| \leq \| f_n - f_m \| \var_a^b g < \varepsilon \quad \text{for all } n \geq n_1.
\]

Hence, the sequence \( \left\{ \int_a^b f_n \, dg \right\} \subset \mathbb{R} \) is a Cauchy one and consequently there exists a number \( I \in \mathbb{R} \) such that
\[
\lim_{n \to \infty} \int_a^b f_n \, dg = I. \tag{6.3.20}
\]

To show that \( \int_a^b f \, dg = I \), let \( \varepsilon > 0 \) be given. Then we can choose \( n_0 \in \mathbb{N} \) such that
\[
\left| \int_a^b f_{n_0} \, dg - I \right| < \varepsilon \quad \text{and} \quad \| f_{n_0} - f \| < \varepsilon. \tag{6.3.21}
\]

Moreover, let \( \delta_0 \) be a gauge on \([a, b]\) such that
\[
\left| S_{n_0}(P) - \int_a^b f_{n_0} \, dg \right| < \varepsilon \tag{6.3.22}
\]
holds for all \( \delta_0 \)-fine partitions \( P \) of \([a, b]\), where \( S_{n_0}(P) = S(f_{n_0}, \, dg, \, P) \). Now, let a \( \delta_0 \)-fine partition \( P = (\alpha, \xi) \) of \([a, b]\) be given. Then by (6.3.21) we have
\[
\left| S(P) - S_{n_0}(P) \right| = \left| \sum_{j=1}^{\nu(P)} (f(\xi_j) - f_{n_0}(\xi_j)) \left[ g(\alpha_j) - g(\alpha_{j-1}) \right] \right|
\leq \| f_{n_0} - f \| \var_a^b g < \varepsilon \var_a^b g,
\]
and, furthermore, using (6.3.21) and (6.3.22) we get
\[
\left| S(P) - I \right| \leq \left| S(P) - S_{n_0}(P) \right| + \left| S_{n_0}(P) - \int_a^b f_{n_0} \, dg \right|
+ \left| \int_a^b f_{n_0} \, dg - I \right|
< \varepsilon \left( \var_a^b g + 2 \right).
\]

Therefore
\[
\int_a^b f \, dg = I = \lim_{n \to \infty} \int_a^b f_n \, dg.
\]

Now, we can formulate the first existence result.
6.3.8 Theorem. Let \( f \in G([a, b]) \) and \( g \in BV([a, b]) \). Then both the integrals
\[
\int_a^b f \, dg \quad \text{and} \quad \int_a^b |f(x)| \, d[\text{var}_a^x g]
\]
exist and estimates (6.3.12) and (6.3.13) hold.

Proof. By Theorem 4.1.5, there exists a sequence \( \{f_n\} \) of finite step functions which converges uniformly on \([a, b]\) to the function \( f \). Further, by Corollary 6.3.2, all the integrals
\[
\int_a^b f_n \, dg, \quad n \in \mathbb{N},
\]
exist. By Theorem 6.3.7, this means that the integral \( \int_a^b f \, dg \) exists as well and (6.3.19) holds.

Obviously, \(|f| \in G([a, b])\) and by the previous part of the proof, also the integral
\[
\int_a^b |f(x)| \, d[\text{var}_a^x g]
\]
exists. Thus, according to Theorem 6.3.4, both the relations (6.3.12) and (6.3.13) are true. \(\square\)

The following convergent result is kind of symmetric to Theorem 6.3.7.

6.3.9 Theorem. Let \( f : [a, b] \to \mathbb{R} \) be bounded on \([a, b]\), \( g \in BV([a, b]) \) and let the sequence \( \{g_n\} \) of functions defined on the interval \([a, b]\) be such that
\[
\lim_{n \to \infty} \text{var}_a^b (g_n - g) = 0,
\]
and all the integrals \( \int_a^b f \, dg_n, \quad n \in \mathbb{N}, \) exist. Then the integral \( \int_a^b f \, dg \) exists as well and
\[
\lim_{n \to \infty} \int_a^b f \, dg_n = \int_a^b f \, dg \quad (6.3.23)
\]
holds.

Proof. The proof is onward formally similar to the proof of Theorem 6.3.7. For a given \( \varepsilon > 0 \) there is \( n_1 \in \mathbb{N} \) such that
\[
\text{var}_a^b (g - g_n) = \var(g_n - g) < \frac{\varepsilon}{2} \quad \text{for all} \ n \in \mathbb{N},
\]
and consequently
\[ \text{var}_a^b (g_n - g_m) < \text{var}_a^b (g_n - g) + \text{var} (g - g_m) < \varepsilon \quad \text{for all } m, n \in \mathbb{N}. \]

By Theorems 6.1.8 and 6.3.5 (see also Remark 6.3.6),
\[ \left| \int_a^b f \, dg_n - \int_a^b f \, dg_m \right| \leq \| f \| \text{var}_a^b (g_n - g_m) \quad \text{for all } m, n \in \mathbb{N}. \]

Hence, the sequence \( \left\{ \int_a^b f \, dg_n \right\} \) is a Cauchy one and there exists \( I \in \mathbb{R} \) such that
\[ \lim_{n \to \infty} \int_a^b f_n \, dg = I. \]

Given \( \varepsilon > 0 \), choose \( n_0 \in \mathbb{N} \) and a gauge \( \delta_0 \) on \([a, b]\) such that
\[ \left| \int_a^b f \, dg_{n_0} - I \right| < \varepsilon, \quad \text{var}_a^b (g_{n_0} - g) < \varepsilon \]
and
\[ \left| S_{n_0} (P) - \int_a^b f \, dg_{n_0} \right| < \varepsilon \quad \text{for all } \delta_0\text{-fine partitions } P \text{ of } [a, b], \]
where \( S_{n_0} (P) = S (f, dg_{n_0}, P) \). Then for every \( \delta_0\)-fine partition \( P = (\alpha, \xi) \) of \([a, b]\) we have
\[ \left| S (P) - S_{n_0} (P) \right| = \left| \sum_{j=1}^{\nu(P)} f (\xi_j) \left[ g (\alpha_j) - g (\alpha_{j-1}) - g_{n_0} (\alpha_j) + g_{n_0} (\alpha_{j-1}) \right] \right| \]
\[ \leq \| f \| \, V (g_{n_0} - g, \alpha) \leq \| f \| \, \text{var}_a^b (g_{n_0} - g) \leq \varepsilon \| f \|, \]
and therefore
\[ \left| S (P) - I \right| \leq \left| S (P) - S_{n_0} (P) \right| + \left| S_{n_0} (P) - \int_a^b f \, dg_{n_0} \right| + \left| \int_a^b f \, dg_{n_0} - I \right| \]
\[ < \varepsilon \left( \| f \| + 2 \right). \]

This gives the equality
\[ \int_a^b f \, dg = I = \lim_{n \to \infty} \int_a^b f \, dg_n, \]
which concludes the proof. \( \square \)
We know that if the function $f$ is regulated on $[a, b]$ and $g$ has a bounded variation on $[a, b]$, then by Theorem 6.3.8 the integral $\int_a^b f \, dg$ exists. However, in applications, we often need to work with the KS-integral also in the reverse situation when $f \in \text{BV}([a, b])$ and $g \in G([a, b])$. The following convergence theorem will serve us well when proving the existence of an integral in such a situation.

**6.3.10 Theorem.** Let $f \in \text{BV}([a, b])$, $g : [a, b] \to \mathbb{R}$, and let the sequence $\{g_n\}$ of functions defined on the interval $[a, b]$ be such that

$$\lim_{n \to \infty} \|g_n - g\| = 0,$$

(6.3.24)

and the integrals $\int_a^b f \, dg_n$ exist for $n \in \mathbb{N}$.

Then the integral $\int_a^b f \, dg$ exists and

$$\lim_{n \to \infty} \int_a^b f \, dg_n = \int_a^b f \, dg .$$

(6.3.25)

**Proof.** a) By assumption (6.3.24), for a given $\varepsilon > 0$ there is an $n_1 \in \mathbb{N}$ such that

$$\|g_n - g_m\| < \frac{\varepsilon}{2 \|f\|_{\text{BV}}}$$

for all $m, n \geq n_1$. (6.3.26)

Our assumptions ensure that all the integrals

$$I_n := \int_a^b f \, dg_n, \quad n \in \mathbb{N},$$

are defined. Further, by (6.3.26) and Theorem 6.3.8 (see also Remark 6.3.6) the relations

$$\left| \int_a^b f \, d[g_n - g_m] \right| \leq 2 \|f\|_{\text{BV}} \|g_n - g_m\| < \varepsilon \quad \text{for all } m, n \geq n_1$$

hold. The sequence $\{ \int_a^b f \, dg_n \} \subset \mathbb{R}$ is a Cauchy one and thus has a finite limit, i.e. there exists a number $I \in \mathbb{R}$ such that

$$\lim_{n \to \infty} I_n = \lim_{n \to \infty} \int_a^b f \, dg_n = I .$$

(6.3.27)

b) We will prove that $\int_a^b f \, dg = I$. To this aim, let $\varepsilon > 0$ be arbitrary and choose an $n_0 \in \mathbb{N}$ such that simultaneously

$$|I_{n_0} - I| < \varepsilon \quad \text{and} \quad \|g_{n_0} - g\| < \frac{\varepsilon}{2 \|f\|_{\text{BV}}} .$$

(6.3.28)
Further, for an arbitrary partition \( P \) of \([a, b]\) put
\[
S_{n_0}(P) := S(f, d g_{n_0}, P) = \sum_{j=1}^{\nu(P)} f(\xi_j) [g_{n_0}(\alpha_j) - g_{n_0}(\alpha_{j-1})]
\]
and choose a gauge \( \delta_0 \) on \([a, b]\) such that
\[
|S_{n_0}(P) - I_{n_0}| < \varepsilon \quad \text{for each} \quad \delta_0\text{-fine partition} \quad P \quad \text{of} \quad [a, b]. \quad (6.3.29)
\]
By Remark 6.3.6 and due to inequalities (6.3.28), (6.3.29) we deduce that
\[
|S(P) - I| \leq |S(P) - S_{n_0}(P)| + |S_{n_0}(P) - I_{n_0}| + |I_{n_0} - I| \leq 2 \|f\|_{BV} \|g - g_{n_0}\| + |S_{n_0}(P) - I_{n_0}| + |I_{n_0} - I| < 3 \varepsilon
\]
is true for each \( \delta_0\)-fine partition \( P \) of \([a, b]\), that is
\[
|S(P) - I| < 3 \varepsilon \quad \text{for all} \quad \delta_0\text{-fine partitions} \quad P \quad \text{of} \quad [a, b].
\]
But this means that \( \int_a^b f \, dg = I \). The proof has been completed. \( \square \)

Finally, we are able to prove the following important existence result which is somehow reverse to Theorem 6.3.8.

**6.3.11 Theorem.** If \( f \in BV([a, b]) \) and \( g \in G([a, b]) \), then the integral \( \int_a^b f \, dg \) exists and the estimate (6.3.15) holds.

**Proof.** Choose a sequence \( \{g_n\} \) of finite step functions which converges uniformly on \([a, b]\) to \( g \) (see Theorem 4.1.5). By Corollary 6.3.2 the integrals \( \int_a^b f \, dg_n \) exist for all \( n \in \mathbb{N} \). This means that, by Theorem 6.3.5 the integral \( \int_a^b f \, dg \) exists as well and the estimate (6.3.15) is true. \( \square \)

We know that the uniform limit of regulated functions is a regulated function (see Theorem 4.1.3). The following convergent statement is thus a direct corollary of Theorems 6.3.10 and 6.3.11.

**6.3.12 Corollary.** If \( g, g_n \in G([a, b]) \) for \( n \in \mathbb{N} \) and (6.3.24) holds, then
\[
\lim_{n \to \infty} \int_a^b f \, dg_n = \int_a^b f \, dg \quad (6.3.30)
\]
for every \( f \in BV([a, b]) \).
Another variation of the convergent statement not covered by the aforementioned theorems will follow. However, its proof is based on the same principle as the proof of Theorem 6.3.10.

6.3.13 Theorem. Let the function \( g \) be bounded on \([a, b]\) and let the sequence \( \{f_n\} \subset \text{BV}([a, b]) \) be such that

\[
\int_a^b f_n \, dg \text{ exists for every } n \in \mathbb{N} \text{ and } \lim_{n \to \infty} \|f_n - f\|_{\text{BV}} = 0.
\]

Then \( f \in \text{BV}([a, b]) \), the integral \( \int_a^b f \, dg \) exists and

\[
\lim_{n \to \infty} \int_a^b f_n \, dg = \int_a^b f \, dg.
\]

Proof. By Theorems 6.1.8 and 6.3.5 (see also Remark 6.3.6)

\[
\left| \int_a^b f_n \, dg - \int_a^b f_m \, dg \right| \leq 2 \|g\| \|f_n - f_m\|_{\text{BV}} \text{ for all } m, n \in \mathbb{N}.
\]

Hence, the sequence \( \left\{ \int_a^b f_n \, dg \right\} \) is a Cauchy one and consequently there is \( I \in \mathbb{R} \) such that

\[
\lim_{n \to \infty} \int_a^b f_n \, dg = I.
\]

We will show that \( \int_a^b f \, dg = I \). To this aim, let \( \varepsilon > 0 \) be given and let \( n_0 \in \mathbb{N} \) be such that

\[
\left| \int_a^b f_{n_0} \, dg - I \right| < \varepsilon \text{ and } \|f_{n_0} - f\|_{\text{BV}} < \varepsilon.
\]

Furthermore, choose a gauge \( \delta_\varepsilon \) on \([a, b]\) in such a way that

\[
\left| S_{n_0}(P) - \int_a^b f_{n_0} \, dg \right| < \varepsilon
\]

holds for all \( \delta_\varepsilon \)-fine partitions \( P \), where \( S_{n_0}(P) = S(f_{n_0}, dg, P) \). By (6.3.14), for any partition \( P \) of \([a, b]\) we have

\[
|S(P) - S_{n_0}(P)| \leq \left( |f(a) - f_{n_0}(a)| + |f(b) - f_{n_0}(b)| + \text{var}_a^b (f - f_{n_0}) \right) \|g\|
\]

\[
\leq 2 \|f - f_{n_0}\|_{\text{BV}} \|g\|.
\]
 Altogether, for every \( \delta \)-fine partition of \([a, b]\) we obtain
\[
|S(P) - I| \leq |S(P) - S_{n_0}(P)| + |S_{n_0}(P) - \int_a^b f_{n_0} \, dg|
\]
\[
+ \left| \int_a^b f_{n_0} \, dg - I \right|
\]
\[
< 2 \|f - f_{n_0}\|_{BV} \|g\| + 2 \varepsilon < 2 (\|g\| + 1)
\]
and thus
\[
\int_a^b f \, dg = I = \lim_{n \to \infty} \int_a^b f_n \, dg.
\]

To complete this section, we will show how to determine the value of the integral \( \int_a^b f \, dg \) when the value of \( \int_a^b f^C \, dg \) is known for the continuous part \( f^C \) of \( f \). The sum symbol
\[
\sum_{d \in D} \left[ \Delta^- f(d) \left( g(b) - g(d-) \right) + \Delta^+ f(d) \left( g(b) - g(d+) \right) \right]
\]
will appear in next corollary where \( D \) is the set of the points of discontinuity of the function \( f \in BV([a, b]) \) in the open interval \((a, b)\). The set \( D \) has at most countably many elements. If it is finite, then the meaning of the symbol \((6.3.31)\) is evident. If \( D \) is infinite, then there exists a one-to-one mapping \( k \in \mathbb{N} \to d_k \in D \) such that \( D = \{d_k\} \). In general, this mapping is not uniquely determined. However, as the series
\[
\sum_{k=1}^{\infty} \left[ \Delta^- f(d_k) \left( g(b) - g(d_k-) \right) + \Delta^+ f(d_k) \left( g(b) - g(d_k+) \right) \right]
\]
is absolutely convergent, the concrete ordering of the set \( D \) does not matter. Therefore, we can use the notation \((6.3.31)\) or
\[
\sum_{a < x < b} \left[ \Delta^- f(x) \left( g(b) - g(x-) \right) + \Delta^+ f(x) \left( g(b) - g(x+) \right) \right]
\]
as in Remark \(2.3.7\).

6.3.14 Corollary. If \( f \in BV([a, b]), \ g \in G([a, b]), \ D \) is the set of the points of discontinuity of the function \( f \) in \((a, b)\) and \( f^C \) is the continuous part of \( f \), \( f^C(a) = f(a) \), then
\[
\int_a^b f \, dg = \int_a^b f^C \, dg + \Delta^+ f(a) \left( g(b) - g(a+) \right) + \Delta^- f(b) \Delta^- g(b)
\]
\[
+ \sum_{d \in D} \left[ \Delta^- f(d) \left( g(b) - g(d-) \right) + \Delta^+ f(d) \left( g(b) - g(d+) \right) \right].
\]

(6.3.33)
Proof. If the set $D$ is finite, the validity of the relationship (6.3.33) is obvious. Assume $D$ is infinite, i.e. $D = \{d_k\}$. By Theorem 2.3.6

$$\sum_{k=1}^{\infty} \left| \Delta^- f(d_k) \chi_{[d_k,b]}(x) + \Delta^+ f(d_k) \chi_{(d_k,b]}(x) \right| \leq \sum_{k=1}^{\infty} \left[ |\Delta^- f(d_k)| + |\Delta^+ f(d_k)| \right] < \infty$$

holds for every $x \in [a, b]$. The series on the left hand side of the inequality (6.3.34) is thus absolutely convergent for every $x \in [a, b]$ and hence we may define

$$f^B(x) = \Delta^+ f(a) \chi_{[a,b)}(x) + \Delta^- f(b) \chi_{]b]}(x)$$

and

$$f^B_n(x) = \Delta^+ f(a) \chi_{[a,b)}(x) + \Delta^- f(b) \chi_{]b]}(x) + \sum_{k=1}^{n} \left[ \Delta^- f(d_k) \chi_{[d_k,b]}(x) + \Delta^+ f(d_k) \chi_{(d_k,b]}(x) \right]$$

for $x \in [a, b]$ and $n \in \mathbb{N}$. By Theorem 2.6.1, $f^B$ is the jump part of the function $f$, while $f^C = f - f^B$ is its continuous part. Moreover, $f^B(a) = 0$, $f^C(a) = f(a)$ and

$$f^B(x) - f^B_n(x) = \sum_{k=n+1}^{\infty} \left[ \Delta^- f(d_k) \chi_{[d_k,b]}(x) + \Delta^+ f(d_k) \chi_{(d_k,b]}(x) \right]$$

for $x \in [a, b]$ and $n \in \mathbb{N}$. By Definition 2.5.2, $f^B - f^B_n$ is a step function and by Theorem 2.5.3

$$\text{var}^b_a(f^B - f^B_n) \leq \sum_{k=n+1}^{\infty} \left[ |\Delta^- f(d_k)| + |\Delta^+ f(d_k)| \right].$$

(6.3.35)

As the right hand side of (6.3.35) is the remainder of an absolutely convergent series, we have

$$\lim_{n \to \infty} \text{var}^b_a(f^B - f^B_n) \leq \lim_{n \to \infty} \sum_{k=n+1}^{\infty} \left[ |\Delta^- f(d_k)| + |\Delta^+ f(d_k)| \right] = 0.$$  

(6.3.36)

By Theorem 6.3.13, this implies that

$$\int_a^b f^B \, dg = \lim_{n \to \infty} \int_a^b f^B_n \, dg \in \mathbb{R}.$$  

(6.3.37)
On the other hand, by (6.3.6), (6.3.7) and Theorem 6.1.8 we have

\[
\int_a^b f_n \, dg = \Delta^+ f(a) \, (g(b) - g(a+)) + \Delta^- f(b) \, \Delta^- g(b) \\
+ \sum_{k=1}^n \left( \Delta^- f(d_k) \, [g(b) - g(d_k-)] + \Delta^+ f(d_k) \, [g(b) - g(d_k+)] \right)
\]

(6.3.38)

for all \( n \in \mathbb{N} \). Thus, due to (6.3.37) and (6.3.38), we get

\[
\int_a^b f^B \, dg = \Delta^+ f(a) \, (g(b) - g(a+)) + \Delta^- f(b) \, \Delta^- g(b) \\
+ \sum_{k=1}^\infty \left( \Delta^- f(d_k) \, (g(b) - g(d_k-)) + \Delta^+ f(d_k) \, (g(b) - g(d_k+)) \right).
\]

(6.3.39)

Finally, since

\[
\sum_{k=1}^\infty \left| \Delta^- f(d_k) \, (g(b) - g(d_k-)) + \Delta^+ f(d_k) \, (g(b) - g(d_k+)) \right|
\]

\[
\leq 2 \|g\| \sum_{k=1}^\infty \left( |\Delta^- f(d_k)| + |\Delta^+ f(d_k)| \right) \leq 2 \|g\| \left( \text{var}_{\alpha}^b f \right) < \infty
\]

due to Corollary 2.3.8, we can see that the series on the right hand side of (6.3.39) converges absolutely. Thus, we can rewrite it in the form

\[
\sum_{k=1}^\infty \left( \Delta^- f(d_k) \, (g(b) - g(d_k-)) + \Delta^+ f(d_k) \, (g(b) - g(d_k+)) \right)
\]

\[
= \sum_{d \in D} \left( \Delta^- f(d) \, (g(b) - g(d)) + \Delta^+ f(d) \, (g(b) - g(d)) \right)
\]

or, equivalently,

\[
\sum_{k=1}^\infty \left( \Delta^- f(d_k) \, (g(b) - g(d_k-)) + \Delta^+ f(d_k) \, (g(b) - g(d_k+)) \right)
\]

\[
= \sum_{a < x < b} \left( \Delta^- f(x) \, (g(b) - g(x)) + \Delta^+ f(x) \, (g(b) - g(x)) \right).
\]

If \( f = \tilde{f}^C + \tilde{f}^B \) is another decomposition of the function \( f \) into continuous and jump part, then by Theorem 2.6.1 there is a constant \( c \in \mathbb{R} \) such that

\[
\tilde{f}(x) - f^C(x) = f^B(x) - \tilde{f}^B(x) = c \quad \text{for all} \ x \in [a, b].
\]
Then naturally

\[
\int_a^b \tilde{f}^C \, dg + \int_a^b \tilde{f}^B \, dg = \int_a^b f^C \, dg + c \left[ g(b) - g(a) \right] + \int_a^b f^B \, dg - c \left[ g(b) - g(a) \right] = \int_a^b f^C \, dg + \int_a^b f^B \, dg.
\]

Hence (6.3.33) holds, while the value of the integral does not depend on the choice of the decomposition of the function \( f \) into its continuous and jump parts. \( \square \)

In the situation symmetrical to Corollary [6.3.14], we have

**6.3.15 Lemma.** Let \( f : [a, b] \to \mathbb{R} \) be bounded, let \( g \in \text{BV}([a, b]) \) be a step function and let \( D \) be the set of the points of discontinuity of \( g \) in \( (a, b) \). Then

\[
\int_a^b f \, dg = f(a) \Delta^+ g(a) + \sum_{d \in D} f(d) \Delta g(d) + f(b) \Delta^- g(b).
\]  

(6.3.40)

**Proof.** Let \( D = \{ s_k \} \), where \( \{ s_k \} \) is an infinite non-repeating sequence of points of \( (a, b) \). Then as in the proof of Lemma [2.6.5], we can write

\[
g(x) = g(a) + \Delta^+ g(a) \chi_{(a,b]}(x) + \Delta^- g(b) \chi_{[b)}(x) + \sum_{k=1}^\infty \left( \Delta^+ g(s_k) \chi_{(s_k,b]}(x) + \Delta^- g(s_k) \chi_{[s_k,b)}(x) \right) \quad \text{for } x \in [a, b],
\]

where the series on the right hand side is absolutely and uniformly convergent on \([a, b]\). For \( x \in [a, b] \) and \( n \in \mathbb{N} \) define

\[
g_n(x) = g(a) + \Delta^+ g(a) \chi_{(a,b]}(x) + \Delta^- g(b) \chi_{[b)}(x) + \sum_{k=1}^n \left( \Delta^+ g(s_k) \chi_{(s_k,b]}(x) + \Delta^- g(s_k) \chi_{[s_k,b)}(x) \right).
\]

By Lemma [2.6.5], we have

\[
\lim_{n \to \infty} \| g_n - g \|_{\text{BV}} = 0.
\]

By Theorem [6.3.9], this implies that the integral \( \int_a^b f \, dg \) exists and

\[
\lim_{n \to \infty} \int_a^b f \, dg_n = \int_a^b f \, dg.
\]  

(6.3.41)
On the other hand, using (6.3.1), (6.3.2) and Theorem 6.1.8, we can determine the integrals on the left-hand side of (6.3.41). In particular, for each \( n \in \mathbb{N} \) we have
\[
\int_a^b f \, dg_n = f(a) \Delta^+ g(a) + \sum_{k=1}^{n} f(s_k) \Delta g(s_k) + f(b) \Delta^- g(b).
\] (6.3.42)
Furthermore, as \( f \) is bounded, it is easy to see that the series
\[
\sum_{k=1}^{\infty} f(s_k) \Delta g(s_k)
\]
is absolutely convergent. Consequently,
\[
\lim_{n \to \infty} \left( f(a) \Delta^+ g(a) + \sum_{k=1}^{n} f(s_k) \Delta g(s_k) + f(b) \Delta^- g(b) \right) = \left( f(a) \Delta^+ g(a) + \sum_{k=1}^{\infty} f(s_k) \Delta g(s_k) + f(b) \Delta^- g(b) \right).
\]
Summarizing, we conclude
\[
\int_a^b f \, dg = \lim_{n \to \infty} \int_a^b f \, dg_n = \left( f(a) \Delta^+ g(a) + \sum_{k=1}^{\infty} f(s_k) \Delta g(s_k) + f(b) \Delta^- g(b) \right).
\]
This completes the proof.

6.3.16 Corollary. If \( f \in G([a, b]) \), \( g \in BV([a, b]) \), \( D \) is the set of the discontinuity points of \( g \) in \((a, b)\) and \( g^C \) is the continuous part of \( g \), then
\[
\int_a^b f \, dg = \int_a^b f \, dg^C + \int_a^b f(a) \, \Delta^+ g(a) + \sum_{d \in D} f(d) \, \Delta g(d) + f(b) \, \Delta^- g(b).
\] (6.3.43)
Proof follows immediately from the Jordan decomposition of \( g \) (cf. Theorem 2.6.1) and Lemma 6.3.15. \( \square \)

6.3.17 Lemma. Let \( h \in G([a, b]) \), \( c \in \mathbb{R} \) and
\[
h(x) = c \quad \text{for} \quad x \in [a, b] \setminus D,
\] (6.3.44)
where the set \( D \subset (a, b) \) is at most countable. Then
\[
h(x-) = h(x+) = h(a+) = h(b-) = c \quad \text{for all} \quad x \in (a, b).
\] (6.3.45)
Proof. The equalities \( h(t-) = c \) and \( h(s+) = c \) evidently hold for all \( t \in (a, b) \) and \( s \in [a, b) \) which are not points of density of \( D \). On the other hand, if \( x \in (a, b) \) is density point of \( D \), we can choose an increasing sequence \( \{x_k\} \subset [a, x) \setminus D \) which tends to \( x \). Clearly, \( \lim_{k \to \infty} h(x_k) = c \). Since \( h \in G([a, b]) \), this, due to the uniqueness of limits, means that \( h(x-) = c \), as well. Similarly, the equality \( h(x+) = c \) can be proved also for every density point \( x \in [a, b) \) of \( D \).

We remark that a function \( h \) defined by the equality in (6.3.44) need not be regulated. A simple example of this fact is given by the function

\[
  h(t) = \begin{cases} 
    1, & \text{if } t = a + \frac{1}{k}, \ k \in \mathbb{N}, \\
    0, & \text{otherwise.}
  \end{cases}
\]

More generally, it suffices to have \( D = \{d_k\} \) with

\[
  \lim_{k \to \infty} d_k = p \notin D \quad \text{and} \quad \lim_{k \to \infty} f(d_k) \neq c.
\]

6.3.18 Lemma. Let \( h \in BV([a, b]), \) \( c \in \mathbb{R} \) and let \( D \subset (a, b) \) be an at most countable set such that (6.3.44) holds. Then

\[
\int_a^b h \, dg = c \left[ g(b) - g(a) \right] + (h(a) - c) \Delta^+ g(a) \\
+ \sum_{d \in D} \left( h(d) - c \right) \Delta g(d) + (h(b) - c) \Delta^- g(b) \tag{6.3.46}
\]

holds for each function \( g \in G([a, b]) \).

Proof. Since \( h \in G([a, b]) \), by Lemma 6.3.17 we have (6.3.45). Hence, the function \( h^c(x) \equiv h(a) \) is the continuous part of \( h \), \( h^B = h - h^c \),

\[ \Delta^+ h(a) = c - h(a), \quad \Delta^- h(b) = h(b) - c \]

and

\[ \Delta^- h(x) = h(x) - c = -\Delta^+ h(x) \quad \text{for all } x \in (a, b). \]

Now, for an arbitrary \( g \in G([a, b]) \), using Corollary 6.3.14 where we replace \( f \) by \( h \), we get

\[
\int_a^b h \, dg = h(a) \left[ g(b) - g(a) \right] + (c - h(a)) \left[ g(b) - g(a+) \right] \\
+ \sum_{d \in D} \left( h(d) - c \right) \left[ g(b) - g(d-) - g(b) + g(d+) \right] \\
+ \left( h(b) - c \right) \Delta^- g(b)
\]
\[
\begin{align*}
&= h(a) [g(b) - g(a)] + (h(a) - c) [g(b) - g(a)] \\
&\quad - (h(a) - c) [g(a+) - g(a)] \\
&\quad + \sum_{d \in D} (h(d) - c) \Delta g(d) + (h(b) - c) \Delta^- g(b) \\
&= c [g(b) - g(a)] + (h(a) - c) \Delta^+ g(a) \\
&\quad + \sum_{d \in D} (h(d) - c) \Delta g(d) + (h(b) - c) \Delta^- g(b),
\end{align*}
\]
i.e. (6.3.46) holds. \(\square\)

6.3.19 Lemma. \(h \in G([a, b]), c \in \mathbb{R}\) and an at most countable set \(D \subset (a, b)\) be such that (6.3.44) holds. Then (6.3.46) and
\[
\int_a^b g \, dh = g(b) \, h(b) - g(a) \, h(a) - c \left( g(b) - g(a) \right)
\]
hold for each \(g \in BV([a, b])\).

Proof. Assume the set \(D\) is infinite, i.e. \(D = \{d_k\}\).

a) By Lemma (6.3.17) we have
\[
h(x-) = h(x+) = h(a+) = h(b-) = c \quad \text{for each } x \in (a, b)
\]
and
\[
\Delta^- h(x) = h(x) - c = -\Delta^+ h(x) \quad \text{for each } x \in (a, b).
\]
The function \(h : [a, b] \to \mathbb{R}\) satisfies (6.3.44) if and only if
\[
h(x) = c + \begin{cases} 
  h(x) - c & \text{if } x \in D', \\
  0, & \text{if } x \notin D',
\end{cases}
\]
where \(D' = D \cup \{a\} \cup \{b\}\). For \(n \in \mathbb{N}\), set \(D'_n = \{d_k\}_{k=1}^n \cup \{a\} \cup \{b\}\) and
\[
h_n(x) = c + \begin{cases} 
  h(x) - c & \text{if } x \in D'_n, \\
  0, & \text{if } x \notin D'_n.
\end{cases}
\]
Then for every \(n \in \mathbb{N}\) we get \(h_n(a) = h(a), h_n(b) = h(b),\)
\[
h_n(x) = c + (h(a) - c) \chi_{[a]}(x) + \sum_{k=1}^n (h(d_k) - c) \chi_{[d_k]}(x) + (h(b) - c) \chi_{[b]}(x) \quad \text{for } x \in [a, b]
\]
and
Let $\varepsilon > 0$ be given. Then by Corollary 4.1.7 the set of those $k \in \mathbb{N}$ for which

$$|\Delta^- h(x)| = |\Delta^+ h(x)| = |h(d_k) - c| \geq \varepsilon$$

can have only an at most finite number of elements. Hence, there is an $n_{\varepsilon} \in \mathbb{N}$ such that $\tilde{D}_\varepsilon \subset D'_n$ for $n \geq n_{\varepsilon}$. Hence,

$$|h(x) - h_n(x)| = 0 \quad \text{for } x \in \tilde{D}_\varepsilon.$$

Obviously, we have also

$$|h(x) - h_n(x)| < \varepsilon \quad \text{if } x \in [a, b] \setminus \tilde{D}_\varepsilon.$$

Thus, $\|h - h_n\| < \varepsilon$ whenever $n \geq n_{\varepsilon}$. In other words,

$$\lim_{n \to \infty} \|h - h_n\| = 0. \quad (6.3.49)$$

b) Now, by (6.3.48), (6.3.5) and Theorem 6.1.8 (see also Exercise 6.3.3) we check that the equalities

$$\int_a^b g \, dh_n = \sum_{k=1}^n (h(d_k) - c) \left( \int_a^b g \, d\chi_{[d_k]} \right)$$

$$= g(b) [h(b) - c] - g(a) [h(a) - c]$$

$$= g(b) h(b) - g(a) h(a) - c [g(b) - g(a)]$$

hold for every $n \in \mathbb{N}$. Thus, by (6.3.49) and by Corollary 6.3.12 we have

$$\int_a^b g \, dh = \lim_{n \to \infty} \int_a^b g \, dh_n = g(b) \, h(b) - g(a) \, h(a) - c [g(b) - g(a)],$$

i.e. (6.3.47) holds.

c) Similarly, by (6.3.48), (6.3.7)–(6.3.9) and Theorem 6.1.8 we get

$$\int_a^b h_n \, dg = c \, (g(b) - g(a)) + (h(a) - c) \int_a^b \chi_{[a]} \, dg$$

$$+ \sum_{k=1}^n (h(d_k) - c) \int_a^b \chi_{[d_k]} \, dg + (h(b) - c) \int_a^b \chi_{[b]} \, dg$$

$$= c \, (g(b) - g(a)) + (h(a) - c) \, \Delta^+ g(a)$$

$$+ \sum_{k=1}^n (h(d_k) - c) \, \Delta^- g(d_k) + (h(b) - c) \, \Delta^- g(b)$$
for every $n \in \mathbb{N}$. However, by Corollary [4.1.7], by (6.3.49) and Theorem [6.3.7], we have also

$$
\int_a^b h \, dg = \lim_{n \to \infty} \int_a^b h_n \, dg
$$

$$
= c (g(b) - g(a)) + (h(a) - c) \Delta^+ g(a)
$$

$$
+ \lim_{n \to \infty} \sum_{k=1}^n (h(d_k) - c) \Delta g(d_k) + (h(b) - c) \Delta^- g(b)
$$

$$
= c (g(b) - g(a)) + (h(a) - c) \Delta^+ g(a)
$$

$$
+ \sum_{k=1}^\infty (h(d_k) - c) \Delta g(d_k) + (h(b) - c) \Delta^- g(b),
$$

i.e. (6.3.46) holds.

The proof in the case when $D$ is finite is obvious. \(\square\)

6.3.20 Exercise. Show that the following assertion is true.
Let $h \in BV([a, b])$, $c \in \mathbb{R}$ and an at most countable set $D \subset (a, b)$ be such that (6.3.44) holds. Then (6.3.47) holds for every $g \in G([a, b])$.

Hint: Use Lemma [6.3.19] and Theorem [6.3.7].

6.4 Integration by parts

The aim of this section is to prove the integration by parts theorem for KS-integrals. Before that, let us recall the convention (x) from Conventions and Notation according to which we assume

$$
f(a-) = f(a) \quad \text{and} \quad f(b+) = f(b),
$$

i.e.

$$
\Delta^- f(a) = \Delta^+ f(b) = 0, \quad \Delta f(a) = \Delta^+ f(a), \quad \Delta f(b) = \Delta^- f(b) \quad (6.4.1)
$$

for any $f \in G([a, b])$.

First step of the proof will be the following lemma dealing with the case when one of the considered functions is a finite step function.

6.4.1 Lemma. Let $f : [a, b] \to \mathbb{R}$ be a finite step function and let $g \in G([a, b])$.

Then both the integrals

$$
\int_a^b f \, dg \quad \text{and} \quad \int_a^b g \, df
$$
exist and
\[
\begin{aligned}
&\int_a^b f \, dg + \int_a^b g \, df = f(b)g(b) - f(a)g(a) \\
&+ \sum_{a \leq x \leq b} \left( \Delta^- f(x) \Delta^- g(x) - \Delta^+ f(x) \Delta^+ g(x) \right)
\end{aligned}
\] (6.4.2)

Proof. Since \( g \) is a finite step function, there are a division \( \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\} \) of \([a, b]\) and real numbers \( c_1, \ldots, c_m \in \mathbb{R} \) such that \( g(t) = c_j \) for \( t \in (\alpha_{j-1}, \alpha_j) \). Using the results of Examples 6.3.1 we obtain
\[
\begin{aligned}
\int_a^b f \, dg &= f(a) \Delta^+ g(a) + f(b) \Delta^- g(b) \\
&+ \sum_{j=1}^m c_j \left[ g(\alpha_j-) - g(\alpha_{j-1}+) \right] + \sum_{j=1}^{m-1} f(\alpha_j) \left[ g(\alpha_j+) - g(\alpha_j-) \right],
\end{aligned}
\]
and also
\[
\int_a^b g \, df = \sum_{j=1}^m \left[ c_j \left( g(\alpha_j-1) - g(\alpha_j) \right) + f(\alpha_j) g(\alpha_j) - f(\alpha_{j-1}) g(\alpha_{j-1}) \right].
\]
Therefore
\[
\begin{aligned}
\int_a^b f \, dg + \int_a^b g \, df &= f(b)g(b) - f(a)g(a) - \sum_{j=1}^m c_j \left[ \Delta^+ g(\alpha_{j-1}) + \Delta^- g(\alpha_j) \right] \\
&+ \sum_{j=1}^m \left[ f(\alpha_{j-1}) \Delta^+ g(\alpha_{j-1}) + f(\alpha_j) \Delta^- g(\alpha_j) \right].
\end{aligned}
\]
Noting that
\[
\Delta^+ f(\alpha_{j-1}) = c_j - f(\alpha_{j-1}) \quad \text{and} \quad \Delta^- f(\alpha_j) = f(\alpha_j) - c_j \quad \text{for} \ j \in \{1, \ldots, m\},
\]
the equality (6.4.2) follows. \( \square \)

6.4.2 Theorem (Integration by Parts). Let \( f \in G([a, b]) \) and \( g \in BV([a, b]) \). Then both the integrals
\[
\int_a^b f \, dg \ \text{and} \ \int_a^b g \, df
\]
exist and (6.4.2) holds.
Proof. Let \( \{f_n\} \) be a sequence of finite step functions which tends uniformly to \( f \) on \([a, b] \). Then by Lemma 6.4.1 we have

\[
\int_a^b f_n \, dg + \int_a^b g \, df_n - f_n(b) \, g(b) + f_n(a) \, g(a) = \sum_{a \leq x \leq b} \left( \Delta^- f_n(x) \, \Delta^- g(x) - \Delta^+ f_n(x) \, \Delta^+ g(x) \right)
\]  
(6.4.3)

for any \( n \in \mathbb{N} \). By Theorems 6.3.7 and 6.3.10, the relation

\[
\lim_{n \to \infty} \left( \int_a^b f_n \, dg + \int_a^b g \, df_n - f_n(b) \, g(b) + f_n(a) \, g(a) \right)
= \int_a^b f \, dg + \int_a^b g \, df - f(b) \, g(b) + f(a) \, g(a)
\]

holds. Furthermore, taking into account that

\[
|\Delta^+ f(t)| \leq 2 \|f\|, \quad |\Delta^- f(t)| \leq 2 \|f\|
\]

and

\[
|\Delta^+(f_n - f)(t)| \leq 2 \|f_n - f\| \quad \text{and} \quad |\Delta^-(f_n - f)(t)| \leq 2 \|f_n - f\|
\]

for \( t \in [a, b] \), we obtain the following estimates

\[
\sum_{a \leq t \leq b} |\Delta^+ f(t) \, \Delta^+ g(t) - \Delta^- f(t) \, \Delta^- g(t)| \leq 2 \|f\| \sum_{a \leq t \leq b} \left( |\Delta^+ g(t)| + |\Delta^- g(t)| \right) \leq 2 \|f\| \var^b_a g
\]

and

\[
\sum_{a \leq t \leq b} |\Delta^+(f_n - f)(t) \, \Delta^+ g(t) - \Delta^-(f_n - f)(t) \, \Delta^- g(t)| \leq 2 \|f_n - f\| \sum_{a \leq t \leq b} \left( |\Delta^+ g(t)| + |\Delta^- g(t)| \right) \leq 2 \|f_n - f\| \var^b_a g.
\]

Consequently, the sum

\[
\sum_{a \leq t \leq b} (\Delta^+ f(t) \, \Delta^+ g(t) - \Delta^- f(t) \, \Delta^- g(t))
\]

is absolutely convergent and

\[
\lim_{n \to \infty} \sum_{a \leq x \leq b} \left( \Delta^- f_n(x) \, \Delta^- g(x) - \Delta^+ f_n(x) \, \Delta^+ g(x) \right)
= \sum_{a \leq x \leq b} \left( \Delta^- f(x) \, \Delta^- g(x) - \Delta^+ f(x) \, \Delta^+ g(x) \right).
\]

Summarizing, letting \( n \to \infty \) in (6.4.3) we obtain (6.4.2). \( \square \)
6.4.3 Remark. We could see that the integration by parts theorem does not hold for the KS-integral in the form we know for RS-integrals. The reason is that the domain of functions which are KS-integrable is significantly wider than that of RS-integrable functions.

6.5 The indefinite integral

The Saks-Henstock lemma is an indispensable tool in the study of deeper properties of the Kurzweil-Stieltjes integral.

6.5.1 Lemma (Saks-Henstock). Let \( f, g : [a, b] \to \mathbb{R} \) be such that the integral \( \int_a^b f \, dg \) exists. Let \( \varepsilon > 0 \) be given and let \( \delta \) be a gauge on \([a, b] \) such that

\[
\left| S(P) - \int_a^b f \, dg \right| < \varepsilon \quad \text{for all} \; \delta\text{-fine partitions} \; P \; \text{of} \; [a, b].
\]

If \( \{([s_j, t_j], \theta_j) : j = 1, 2, \ldots, n \} \) is an arbitrary system satisfying

\[
a \leq s_1 \leq \theta_1 \leq t_1 \leq s_2 \leq \cdots \leq s_n \leq \theta_n \leq t_n \leq b,
\]

\([s_j, t_j] \subset (\theta_j - \delta(\theta_j), \theta_j + \delta(\theta_j)) \quad \text{for} \; j = 1, \ldots, n, \)

then

\[
\left| \sum_{j=1}^n \left( f(\theta_j) (g(t_j) - g(s_j)) - \int_{s_j}^{t_j} f \, dg \right) \right| \leq \varepsilon. \tag{6.5.2}
\]

\[
\left| \sum_{j=1}^n \left( f(\theta_j) (g(t_j) - g(s_j)) - \int_{s_j}^{t_j} f \, dg \right) \right| \leq \varepsilon. \tag{6.5.2}
\]

Proof. Assume that the system \( \{([s_j, t_j], \theta_j) : j \in \{1, 2, \ldots, n\} \} \) satisfies conditions (6.5.1). Set \( t_0 = a \) and \( s_{n+1} = b. \)

Now, let \( \eta > 0 \) and \( j \in \{0, 1, \ldots, n\} \) be given. Assume that \( t_j < s_{j+1}. \) Then by Remark 6.1.5 there are a gauge \( \delta_j \) on \([t_j, s_{j+1}] \) and a \( \delta_j\)-fine partition \( P_j = (\alpha_j, \xi_j) \) of \([t_j, s_{j+1}] \) such that \( \delta_j(x) \leq \delta(x) \) for \( x \in [t_j, s_{j+1}] \) and

\[
\left| S(P_j) - \int_{t_j}^{s_{j+1}} f \, dg \right| < \frac{\eta}{n + 1}. \tag{6.5.3}
\]

Now, form a \( \delta\)-fine partition \( Q = (\beta, \eta) \) of the interval \([a, b] \) such that

\[
S(Q) = \sum_{j=1}^n \left( f(\theta_j) (g(t_j) - g(s_j)) + \sum_{j=0}^{n} S(P_j). \right.
\]
If \( t_j = s_{j+1} \), we set \( S(P_j) = 0 \). Hence,
\[
\left| \sum_{j=1}^{n} \left( f(\theta_j) (g(t_j) - g(s_j)) - \int_{s_j}^{t_j} f \, dg \right) \right| + \sum_{j=0}^{n} \left( S(P_j) - \int_{t_j}^{s_{j+1}} f \, dg \right) = \left| S(Q) - \int_{a}^{b} f \, dg \right| < \varepsilon.
\]
This together with (6.5.3) yields
\[
\left| \sum_{j=1}^{n} f(\theta_j) (g(t_j) - g(s_j)) - \int_{s_j}^{t_j} f \, dg \right| \leq \left| S(Q) - \int_{a}^{b} f \, dg \right| + \sum_{j=0}^{n} \left( S(P_j) - \int_{t_j}^{s_{j+1}} f \, dg \right) < \varepsilon + \eta.
\]
Since \( \eta > 0 \) was arbitrary, (6.5.2) follows.

Sometimes it is useful to have an estimate similar to (6.5.2), but with the absolute value inside the sum. Such estimate is easily obtained directly from the Saks-Henstock lemma.

6.5.2 Corollary. Let \( f, g : [a, b] \to \mathbb{R} \) be such that the integral \( \int_{a}^{b} f \, dg \) exists. Let \( \varepsilon > 0 \) be given and let \( \delta \) be a gauge on \( [a, b] \) such that
\[
\left| S(P) - \int_{a}^{b} f \, dg \right| < \varepsilon \quad \text{for all } \delta \text{-fine partitions of } [a, b].
\]
If \( \{(s_j, t_j, \theta_j) : j = 1, 2, \ldots, n\} \) is an arbitrary system satisfying
\[
a \leq s_1 \leq \theta_1 \leq t_1 \leq s_2 \leq \cdots \leq s_n \leq \theta_n \leq t_n \leq b,
\]
\[
[s_j, t_j] \subset (\theta_j - \delta(\theta_j), \theta_j + \delta(\theta_j)) \quad \text{for } j \in \{1, \ldots, n\},
\]
then
\[
\sum_{j=1}^{n} \left| f(\theta_j) (g(t_j) - g(s_j)) - \int_{s_j}^{t_j} f \, dg \right| \leq 2 \varepsilon. \quad (6.5.4)
\]

Proof. Consider the sets
\[
J^+ = \{ j \in \{1, \ldots, n\} : f(\theta_j) (g(t_j) - g(s_j)) - \int_{s_j}^{t_j} f \, dg > 0 \},
\]
\[
J^- = \{ j \in \{1, \ldots, n\} : f(\theta_j) (g(t_j) - g(s_j)) - \int_{s_j}^{t_j} f \, dg < 0 \}.
\]
According to Lemma 6.5.1, we have

\[
0 \leq \sum_{j \in J^+} \left( f(\theta_j) (g(t_j) - g(s_j)) - \int_{s_j}^{t_j} f \, dg \right) \leq \varepsilon,
\]

\[
0 \leq \sum_{j \in J^-} \left( \int_{s_j}^{t_j} f \, dg - f(\theta_j) (g(t_j) - g(s_j)) \right) \leq \varepsilon.
\]

Adding these inequalities gives (6.5.4).

6.5.3 Theorem. Let \( \int_a^b f \, dg \) exist and let \( c \in [a, b] \). Then

\[
\lim_{x \to c} \left( \int_a^x f \, dg + f(c) (g(x) - g(c)) \right) = \int_a^c f \, dg.
\] (6.5.5)

Proof. Let \( \varepsilon > 0 \) be given and let \( \delta_\varepsilon \) be a gauge on \([a, b]\) such that

\[
\left| S(P) - \int_a^b f \, dg \right| < \varepsilon \quad \text{for all } \delta_\varepsilon \text{-fine partitions of } [a, b].
\]

For each \( x \in (c, c + \delta_\varepsilon(c)) \cap [a, b] \), the system

\[
\{(s_1, t_1, \theta_1)\}, \quad \text{where } t_1 = x \quad \text{and } s_1 = \theta_1 = c,
\]

satisfies conditions (6.5.1). Therefore, by Lemma 6.5.1 we get

\[
\left| f(c) (g(x) - g(c)) - \int_x^c f \, dg \right| \leq \varepsilon.
\] (6.5.6)

Similarly, if \( x \in (c - \delta_\varepsilon(c), c) \cap [a, b] \), then, applying Lemma 6.5.1 to the system \( \{[x, c], c\} \), we get

\[
\left| f(c) (g(c) - g(x)) - \int_x^c f \, dg \right| \leq \varepsilon.
\]

So, inequality (6.5.6) holds for each \( x \in (c - \delta_\varepsilon(c), c + \delta_\varepsilon(c)) \cap [a, b] \). Hence

\[
\left| \int_a^c f \, dg - \int_a^x f \, dg - f(c) [g(x) - g(c)] \right| = \left| \int_c^x f \, dg - f(c) [g(x) - g(c)] \right| \leq \varepsilon,
\]

i.e., (6.5.5) holds.

6.5.4 Corollary. Suppose that \( \int_a^b f \, dg \) exists, \( g \) is regulated on \([a, b]\), and let

\[
h(x) = \int_a^x f \, dg \quad \text{for } x \in [a, b].
\]

Then the following statements hold:
(i) \( h \) is regulated and satisfies
\[
h(t+) = h(t) + f(t) \Delta^+ g(t) \quad \text{for} \ t \in [a, b),
\]
\[
h(t-) = h(t) - f(t) \Delta^- g(t) \quad \text{for} \ t \in (a, b].
\]

(ii) If \( f \) is bounded and \( g \) has bounded variation, then \( h \) has bounded variation, too.

Proof. The first assertion follows immediately from Theorem [6.5.3]. To prove the second assertion, let us consider an arbitrary division \( \alpha = \{\alpha_0, \alpha_1, \ldots, \alpha_m\} \) of the interval \([a, b]\). By Theorems [6.3.4] and [2.1.14] we have
\[
V(h, \alpha) = \sum_{j=1}^{m} |h(\alpha_j) - h(\alpha_{j-1})| = \sum_{j=1}^{m} \left| \int_{\alpha_{j-1}}^{\alpha_j} f \, dg \right|
\]
\[
\leq \|f\| \sum_{j=1}^{m} \operatorname{var}_{\alpha_{j-1}} g = \|f\| \operatorname{var}_a g < \infty,
\]
and therefore \( \operatorname{var}_a h < \infty \).

6.5.5 Theorem (Hake). (i) Assume that \( \int_a^x f \, dg \) exist for each \( x \in [a, b) \) and
\[
\lim_{x \to b^-} \left( \int_a^x f \, dg + f(b) [g(b) - g(x)] \right) = I \in \mathbb{R}.
\]
Then \( \int_a^b f \, dg = I \).

(ii) Assume that \( \int_x^b f \, dg \) exist for each \( x \in (a, b] \) and
\[
\lim_{x \to a^+} \left( \int_x^b f \, dg + f(a) [g(x) - g(a)] \right) = I \in \mathbb{R}.
\]
Then \( \int_a^b f \, dg = I \).

Proof. (i) a) Let \( \varepsilon > 0 \) be given. Choose a \( \Delta > 0 \) in such a way that
\[
\left| \int_a^x f \, dg + f(b) [g(b) - g(x)] - I \right| < \varepsilon \quad \text{for each} \ x \in [b - \Delta, b). \tag{6.5.7}
\]
Set \( x_k = b - \frac{b-a}{k+1} \) for \( k \in \mathbb{N} \cup \{0\} \). Then the sequence \( \{x_k\} \) is increasing,
\[
\lim_{k \to \infty} x_k = b \quad \text{and}
\]
for a given \( k \in \mathbb{N}, \) there is a gauge \( \delta_k \) on \([a, x_k]\) such that
\[
\left| S(P) - \int_a^{x_k} f \, dg \right| < \frac{\varepsilon}{2k} \tag{6.5.8}
\]
for all \( \delta_k \)-fine partitions \( P \) of \([a, x_k]\).
b) Let \( \delta_0 \) be a gauge on \([a, b]\) such that
\[
\delta_0(s) \leq \delta_k(s) \quad \text{and} \quad [s - \delta_0(s), s + \delta_0(s)] \subset [a, x_k]
\]
for every \( k \in \mathbb{N} \) and \( s \in [x_{k-1}, x_k) \). Furthermore, for a given \( s \in [a, b] \), let \( \kappa(s) \) stand for the uniquely determined natural number \( k \) such that \( s \in [x_{k-1}, x_k) \).

c) We will prove that
\[
\left| S(T) - \int_a^x f \, dg \right| < \varepsilon
\]
for all \( x \in [a, b] \) and all \( \delta_0 \)-fine partitions \( T \) of \([a, x]\). \hfill (6.5.9)

To this aim, assume that \( x \in [a, b] \) is given and \( p = \kappa(x) \) (i.e. \( x \in [x_{p-1}, x_p) \)). Moreover, let \( T = (\tau, \theta) \) be an arbitrary \( \delta_0 \)-fine partition of \([a, x]\). Set \( \nu(T) = r \).

For every \( k \in \mathbb{N} \cap [1, p] \) and every \( j \in \mathbb{N} \cap [1, r] \) such that \( \kappa(\theta_j) = k \), we have
\[
\theta_j - \delta_k(\theta_j) \leq \theta_j - \delta_0(\theta_j) \leq \tau_j - 1 < \tau_j \leq \theta_j + \delta_0(\theta_j) \leq \theta_j + \delta_k(\theta_j).
\]

Thanks to (6.5.8), we see that for every \( k \in \{1, \ldots, p\} \), the assumptions (6.5.1) of Lemma 6.5.1 are satisfied if the system \( \{(s_j, t_j, \theta_j) : j = 1, \ldots, n\} \) is replaced by \( \{(\tau_{j-1}, \tau_j, \theta_j) : j = 1, \ldots, r, \kappa(\theta_j) = k\} \). Therefore,
\[
\left| \sum_{\kappa(\theta_j) = k} f(\theta_j) \left[ g(\tau_j) - g(\tau_{j-1}) \right] - \int_{\tau_{j-1}}^{\tau_j} f \, dg \right| \leq \frac{\varepsilon}{2^k} \quad \text{for each} \ k \in \{1, \ldots, p\}.
\]

Finally,
\[
\left| S(T) - \int_a^x f \, dg \right| = \left| \sum_{k=1}^p \sum_{\kappa(\theta_j) = k} \left( f(\theta_j) \left[ g(\tau_j) - g(\tau_{j-1}) \right] - \int_{\tau_{j-1}}^{\tau_j} f \, dg \right) \right|
\leq \sum_{k=1}^p \left| \sum_{\kappa(\theta_j) = k} \left( f(\theta_j) \left[ g(\tau_j) - g(\tau_{j-1}) \right] - \int_{\tau_{j-1}}^{\tau_j} f \, dg \right) \right| \leq \sum_{k=1}^\infty \frac{\varepsilon}{2^k} = \varepsilon,
\]
i.e. (6.5.9) is true.

d) Set \( \delta^*(x) = \min\{b - x, \delta_0(x)\} \) for \( x \in [a, b] \), \( \delta^*(x) = \Delta \) for \( x = b \) and let \( P = (\alpha, \xi) \) be an arbitrary \( \delta^* \)-fine partition of \([a, b]\). Put \( m = \nu(P) \). Then \( \xi_m = \alpha_m = b \).
\[ \alpha_{m-1} \in (b - \Delta, b) \quad \text{and} \]
\[ |S(P) - I| = \left| \sum_{j=1}^{m-1} f(\xi_j) \left[ g(\alpha_j) - g(\alpha_{j-1}) \right] + f(b) \left[ g(b) - g(\alpha_{m-1}) \right] - I \right| \]
\[ \leq \left| \sum_{j=1}^{m-1} f(\xi_j) \left[ g(\alpha_j) - g(\alpha_{j-1}) \right] - \int_a^{\alpha_{m-1}} f \, dg \right| \]
\[ + \left| \int_a^{\alpha_{m-1}} f \, dg + f(b) \left[ g(b) - g(\alpha_{m-1}) \right] - I \right|. \]

Finally, using (6.5.9) and (6.5.7) (where we set \( x = \alpha_{m-1} \)), we obtain
\[ |S(P) - I| < 2 \varepsilon, \] i.e. \( \int_a^b f \, dg = I. \)

The proof of the second statement can be done analogously and is left as an exercise for the reader. \( \square \)

6.5.6 Exercise. Prove the statement (ii) of Theorem 6.5.5 and its variant: Assume the integral \( \int_a^b f \, dg \) exists. Let \( x \in [a, b) \) be given and let
\[ \lim_{t \to x+} \left( \int_a^t f \, dg - f(x) \left[ g(t) - g(x) \right] \right) = I \in \mathbb{R}. \]

Then \( \int_a^x f \, dg = I. \)

6.5.7 Examples. Using Hake’s theorem, we can easily and in an universal way derive the formulas obtained in Examples 6.3.1 directly from the definition by using suitable choices of the gauge. E.g. the formula
\[ \int_a^b f \, d\chi_{[\tau, b]} = f(\tau), \]
where \( \tau \in (a, b] \) and \( f \) is arbitrary, can be derived in the following way:
\[ \int_a^b f \, d\chi_{[\tau, b]} = \int_a^\tau f \, d\chi_{[\tau, b]} \]
\[ = \lim_{t \to \tau-} \left( \int_a^t f \, d\chi_{[\tau, b]} + f(\tau) \left[ \chi_{[\tau, b]}(\tau) - \chi_{[\tau, b]}(t) \right] \right) = f(\tau). \]

Similarly, for \( \tau \in [a, b) \) and \( g \in G([a, b]) \), using Hake’s theorem we get
\[ \int_a^b \chi_{[a, \tau]} \, dg = \int_a^\tau 1 \, dg + \int_\tau^b \chi_{[a, \tau]} \, dg \]
\[ = g(\tau) - g(a) + \lim_{t \to \tau+} \left( \int_t^b \chi_{[a, \tau]} \, dg + 1 \left[ g(t) - g(\tau) \right] \right) \]
\[ = g(\tau+) - g(a), \]
i.e. \((6.3.8)\) holds.

6.5.8 Exercise. Using Hake’s theorem, prove all the other formulas from Examples \([6.3.1]\).

6.6 Substitution

The next theorem on substitution in KS-integrals will be substantially helpful in the next chapter.

6.6.1 Theorem (Substitution Theorem). Let the function \(g : [a, b] \rightarrow \mathbb{R}\) be given and assume that the function \(h : [a, b] \rightarrow \mathbb{R}\) is bounded and such that the integral \(\int_a^b f \, dg\) exists. Then whenever one of the integrals

\[
\int_a^b h(x) \, d \left( \int_a^x f \, dg \right), \quad \int_a^b h(x) f(x) \, dg
\]

exists, the other one exists as well, in which case the equality

\[
\int_a^b h(x) \, d \left( \int_a^x f \, dg \right) = \int_a^b h(x) f(x) \, dg \]

holds.

Proof. First, notice that by Theorem \([6.1.10]\) the function \(w(x) = \int_a^x f \, dg\) is defined for every \(x \in [a, b]\).

a) Assume the integral \(\int_a^b h f \, dg\) exists. Let \(\varepsilon > 0\) be given and let \(\delta_\varepsilon\) be a gauge on \([a, b]\) such that the inequalities

\[
\sum_{j=1}^{\nu(P)} \left| h(\xi_j) f(\xi_j) [g(\alpha_j) - g(\alpha_{j-1})] - \int_{\alpha_{j-1}}^{\alpha_j} h f \, dg \right| < \varepsilon
\]

and

\[
\sum_{j=1}^{\nu(P)} \left| f(\xi_j) [g(\alpha_j) - g(\alpha_{j-1})] - \int_{\alpha_{j-1}}^{\alpha_j} f \, dg \right| < \varepsilon
\]

hold for all \(\delta_\varepsilon\)-fine partitions \(P = (\alpha, \xi)\) of \([a, b]\). (Such a gauge exists by Corollary \([6.5.2]\)).
Let a $\delta_\varepsilon$-fine partition $P = (\alpha, \xi)$ be given and $m = \nu(P)$. Then
\[
\left| \sum_{j=1}^{m} h(\xi_j) [w(\alpha_j) - w(\alpha_{j-1})] - \int_a^b hf \, dg \right|
\]
\[
\leq \sum_{j=1}^{m} \left| h(\xi_j) \int_{\alpha_{j-1}}^{\alpha_j} f \, dg - h(\xi_j) f(\alpha_j) [g(\alpha_j) - g(\alpha_{j-1})] \right|
\]
\[
+ \sum_{j=1}^{m} \left| h(\xi_j) f(\alpha_j) [g(\alpha_j) - g(\alpha_{j-1})] - \int_{\alpha_{j-1}}^{\alpha_j} hf \, dg \right|
\]
\[
\leq \|h\| \sum_{j=1}^{m} \left| \int_{\alpha_{j-1}}^{\alpha_j} f \, dg - f(\xi_j) [g(\alpha_j) - g(\alpha_{j-1})] \right|
\]
\[
+ \sum_{j=1}^{m} \left| h(\xi_j) f(\alpha_j) [g(\alpha_j) - g(\alpha_{j-1})] - \int_{\alpha_{j-1}}^{\alpha_j} hf \, dg \right|
\]
\[
\leq (\|h\| + 1) \varepsilon,
\]
i.e. the integral $\int_a^b h \, dw$ exists and $\int_a^b h \, dw = \int_a^b hf \, dg$ holds.

b) The converse implication would be proved similarly, again with a substantial use of Corollary 6.5.2. \( \Box \)

Of course, statements analogous to substitution theorems presented for the RS-integrals in Section 5.4, hold for the KS-integral, as well. We will mention at least one of them.

**6.6.2 Theorem.** Assume that the function $\phi : [c, d] \to \mathbb{R}$ is increasing and maps the interval $[c, d]$ onto the interval $[a, b]$. Furthermore, let $f : [a, b] \to \mathbb{R}$. Then, if any one of the integrals
\[
\int_a^b f(x) \, d[g(x)], \quad \int_c^d f(\phi(x)) \, d[g(\phi(x))]
\]
exists, the other one exists as well and the equality
\[
\int_c^d f(\phi(x)) \, d[g(\phi(x))] = \int_a^b f(x) \, d[g(x)] \tag{6.6.1}
\]
holds.

**Proof.** Notice that as $\phi$ is increasing and maps the interval $[c, d]$ onto the interval $[a, b]$, both $\phi$ and its inversion $\phi^{-1}$ have to be continuous.
6.6.2

Theorem

(i) Formulate and prove an analogue of Theorem 6.6.2 for the KS-integral.

(ii) Formulate and prove an analogue of Theorem 6.6.2 for the case when \( \phi \) is decreasing.

6.6.3 Exercises.

(i) Formulate and prove an analogue of Theorem 6.6.2 for the case when \( \phi \) is decreasing.

(ii) Formulate and prove an analogue of Theorem 5.4.6 for the KS-integral.

6.6.4 Remark. Theorem 6.6.2 can be generalized in several ways. For example, the following version of substitution theorem found its use in the application of the theory of hysteresis in economics (see [74]):
Assume that the function \( f : [a, b] \to \mathbb{R} \) is bounded on \([a, b]\) and regulated on \([\alpha, b]\) for every \(\alpha \in (a, b)\). Moreover, let the function \( \phi : [a, b] \to \mathbb{R} \) be nondecreasing on \([a, b]\) and let \( \phi(a) = c, \phi(b) = d \). Finally, let the function \( g \in \text{BV}([c, d]) \) be continuous from the right on \([c, d]\). Set

\[
\psi(s) = \inf\{t \in [a, b]: s \leq \phi(t)\} \quad \text{for} \quad s \in [c, d].
\]

Then the relation

\[
\int_a^b f(t) \, d[g(\phi(t))] = \int_{\phi(\alpha)}^{\phi(b)} f(\psi(s)) \, d[g(s)]
\]

holds for every \( \alpha \in [a, b] \).

### 6.7 Absolute integrability

The Kurzweil-Stieltjes integral is a nonabsolutely convergent integral – the existence of \( \int_a^b f \, dg \) does not necessarily imply the existence of \( \int_a^b |f| \, dg \). In this section, we collect some sufficient and necessary conditions for the existence of the latter integral.

We restrict our attention to the case when \( g \) is nondecreasing. In this situation, if both \( \int_a^b f \, dg \) and \( \int_a^b |f| \, dg \) exist, we have the inequality

\[
\left| \int_a^b f \, dg \right| \leq \int_a^b |f| \, dg.
\]

This fact follows immediately from the definition of the integral, since

\[
|S(f, dg, P)| \leq S(|f|, dg, P) \quad \text{for each partition } P \text{ of } [a, b].
\]

#### 6.7.1 Theorem. Assume that \( g : [a, b] \to \mathbb{R} \) is nondecreasing and \( \int_a^b f \, dg \) exists. Let

\[
F(x) = \int_a^x f \, dg \quad \text{for} \quad x \in [a, b].
\]

Then \( \int_a^b |f| \, dg \) exists if and only if \( F \) has bounded variation on \([a, b]\). In this case, we have

\[
\int_a^b |f| \, dg = \text{var}_a^b F.
\]
Proof. Suppose that \[ f_a^b \] exists. If \( \alpha \) is an arbitrary division of \( [a, b] \), then

\[
V(F, \alpha) = \sum_{j=1}^{\nu(\alpha)} |F(\alpha_j) - F(\alpha_{j-1})| = \sum_{j=1}^{\nu(\alpha)} \left| \int_{\alpha_{j-1}}^{\alpha_j} f \, dg \right|
\]

\[
\leq \sum_{j=1}^{\nu(\alpha)} \int_{\alpha_{j-1}}^{\alpha_j} |f| \, dg = \int_a^b |f| \, dg,
\]

and therefore \( \text{var}^b_a F \) is finite.

Conversely, suppose that \( F \) has bounded variation on \( [a, b] \). Consider an arbitrary \( \varepsilon > 0 \) and let \( \alpha \) be a division of \( [a, b] \) satisfying

\[
\text{var}^b_a F - \varepsilon \leq V(F, \alpha) \leq \text{var}^b_a F.
\]

Observe that if \( \beta \) is a refinement of \( \alpha \), then

\[
\text{var}^b_a F - \varepsilon \leq V(F, \alpha) \leq V(F, \beta) \leq \text{var}^b_a F.
\]

(6.7.1)

Let \( \delta \) be a gauge on \( [a, b] \) with the following properties:

- If \( P \) is a \( \delta \)-fine partition of \( [a, b] \), then \( \left| \int_a^b f \, dg - S(f, dg, P) \right| < \varepsilon \).
- If \( i \in \{1, \ldots, \nu(\alpha)\} \) and \( t \in (\alpha_{i-1}, \alpha_i) \), then
  \[
  (t - \delta(t), t + \delta(t)) \subset (\alpha_{i-1}, \alpha_i).
  \]
- If \( i \in \{0, \ldots, \nu(\alpha)\} \), then
  \[
  (\alpha_{i} - \delta(\alpha_i), \alpha_{i} + \delta(\alpha_i)) \subset (\alpha_{i-1}, \alpha_{i+1})
  \]
  with the convention that \( \alpha_{-1} = -\infty \) and \( \alpha_{\nu(\alpha)+1} = \infty \).

Let \( P = (\beta, \xi) \) be an arbitrary \( \delta \)-fine partition of \( [a, b] \). The last two properties of \( \delta \) ensure that each interval \([\beta_{i-1}, \beta_i]\) is either contained in a single interval \([\alpha_{j-1}, \alpha_j]\), or \([\beta_{i-1}, \beta_i] \subset [\alpha_{j-1}, \alpha_{j+1}]\) and \( \xi_i = \alpha_j \). By splitting all intervals of the second type in two subintervals \([\beta_{i-1}, \xi_i]\) and \([\xi_i, \beta_i]\) that share the same tag \( \xi_i \), we can obtain a new partition \( P' \) such that \( S([f], dg, P) = S([f], dg, P') \). Thus, without loss of generality, we can assume that \( \beta \) is a refinement of \( \alpha \).

We now use the fact that \( g \) is nondecreasing, the reverse triangle inequality \( ||x| - |y|| \leq |x - y| \), and finally Corollary [6.5.2] to obtain

\[
\left| S([f], dg, P) - V(F, \beta) \right| = \left| \sum_{i=1}^{\nu(\beta)} \left( |f(\xi_i)(g(\beta_i) - g(\beta_{i-1}))| - \int_{\beta_{i-1}}^{\beta_i} f \, dg \right) \right|
\]

\[
\leq \sum_{i=1}^{\nu(\beta)} \left| f(\xi_i)(g(\beta_i) - g(\beta_{i-1})) - \int_{\beta_{i-1}}^{\beta_i} f \, dg \right| \leq 2\varepsilon.
\]
By combining this estimate with \(6.7.1\), we conclude that
\[
|S(|f|, dg, P) - \text{var}_a^b F| \leq |S(|f|, dg, P) - V(F, \beta)| + |V(F, \beta) - \text{var}_a^b F| \leq 3\varepsilon;
\]
which means that \( \int_a^b |f| \, dg \) exists and equals \( \text{var}_a^b F \). \( \hfill \Box \)

6.7.2 Example. Let \( \{t_n\} \) be an increasing sequence of points from the open interval \((0, 1)\) tending to \( \tau \in (0, 1) \). Consider the function \( g : [0, 1] \to \mathbb{R} \) given by
\[
g(t) = \sum_{n=1}^{\infty} \chi_{[t_n, 1)}(t) \frac{1}{n^2}.
\]

(6.7.2)

It is not hard to see that \( g \) is nondecreasing and right-continuous on \([0, 1)\). Let \( f : [0, 1] \to \mathbb{R} \) be defined as
\[
f(t) = \begin{cases} 
(-1)^{n+1} n & \text{if } t = t_n \text{ for some } n \in \mathbb{N}, \\
0 & \text{otherwise}. 
\end{cases}
\]

Claim 1. The integral \( \int_0^1 f \, dg \) exists.

Note that, for each \( t \in [0, \tau) \), the integral \( \int_0^t f \, dg \) exists (due to Corollary \(6.3.2\) and using the fact that the restriction of \( g \) to the interval \([0, t]\) defines a finite step function). Moreover, by Example \(6.3.1\) we have
\[
\int_0^{t_1} f \, dg = f(t_1) g(t_1) = 1,
\]
and
\[
\int_{t_n}^{t_{n+1}} f \, dg = \int_{t_n}^{t_{n+1}} f \, d\left[ g(t_n) \chi_{[t_n, t_{n+1})} + g(t_{n+1}) \chi_{[t_{n+1}]} \right]
= f(t_{n+1}) [g(t_{n+1}) - g(t_n)] = \frac{(-1)^{n+2}}{n+1},
\]
for each \( n \in \mathbb{N} \). Since
\[
\lim_{t \to \tau-} \int_0^t f \, dg + f(\tau) \Delta^+ g(\tau) = \lim_{n \to \infty} \int_{t_n}^{t_{n+1}} f \, dg = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} = \ln 2,
\]
applying Hake’s Theorem (Theorem \(6.5.5\)), we conclude that the integral \( \int_0^\tau f \, dg \) exists and equals \( \ln 2 \). If \( \tau = 1 \), the claim is proved. If \( \tau < 1 \), then \( \int_\tau^1 f \, dg = 0 \) (because \( g \) is constant on \([\tau, 1]\)), wherefrom the proof of the claim follows.

Claim 2. \(|f|\) is not integrable with respect to \( g \) on \([0, 1]\).
Let \( F(t) = \int_0^t f \, dg \) for \( t \in [0, 1] \). We will show that \( \text{var}_0^1 F = \infty \). For every \( n \in \mathbb{N} \) consider the division \( D_n = \{ 0, t_1, t_2, \ldots, t_n, 1 \} \) of \([0, 1]\). We have

\[
\begin{align*}
V(F, D_n) &= \sum_{k=1}^{n-1} \left| \int_{t_k}^{t_{k+1}} f \, dg \right| + \left| \int_0^{t_1} f \, dg \right| + \left| \int_{t_n}^1 f \, dg \right| \\
&= \sum_{k=1}^n \frac{1}{k} + \left| \int_{t_n}^1 f \, dg \right|.
\end{align*}
\]

Since \( V(F, D_n) \leq \text{var}_0^1 F \) for every \( n \in \mathbb{N} \), \( \text{var}_0^1 F \) cannot be finite. Thus the claim is a consequence of Theorem 6.7.1.

**6.7.3 Exercises.** Let \( \{t_n\} \) be an increasing sequence of points from the open interval \((a, b)\) tending to \( \tau \in (a, b] \). Let \( \{c_n\} \) be a sequence of nonnegative numbers such that the series \( \sum c_n \) converges. Define a function \( g : [a, b] \to \mathbb{R} \) by

\[
g(t) = \sum_{n : t_n \leq t} c_n.
\]

For a given \( f : [a, b] \to \mathbb{R} \) prove that:

(i) The integral \( \int_a^b f \, dg \) exists if and only if the series \( \sum c_n f(t_n) \) converges and in such a case it is given by

\[
\int_a^b f \, dg = \sum_{n=1}^{\infty} c_n f(t_n).
\]

(ii) The integral \( \int_a^b |f| \, dg \) exists if and only if the series \( \sum c_n f(t_n) \) is absolutely convergent.

**6.7.4 Theorem.** Assume that \( g : [a, b] \to \mathbb{R} \) is nondecreasing, \( f, h : [a, b] \to \mathbb{R} \) are such that \( \int_a^b f \, dg \) and \( \int_a^b h \, dg \) exist and \( |f(t)| \leq h(t) \) for each \( t \in [a, b] \). Then \( \int_a^b |f| \, dg \) exists.

**Proof.** If \([c, d] \subseteq [a, b]\) and \( P \) is a partition of \([c, d]\), then

\[
|S(f, dg, P)| \leq S(h, dg, P).
\]

Thus, it follows from the definition of the integral that

\[
\left| \int_c^d f \, dg \right| \leq \int_c^d h \, dg \quad \text{for each } [c, d] \subseteq [a, b].
\]
Let 
\[ F(x) = \int_a^x f \, dg \quad \text{for } x \in [a, b]. \]

If \( \alpha \) is an arbitrary division of \([a, b]\), we obtain the estimate
\[
V(F, \alpha) = \sum_{i=1}^{\nu(\alpha)} |F(\alpha_i) - F(\alpha_{i-1})| = \sum_{i=1}^{\nu(\alpha)} \left| \int_{\alpha_{i-1}}^{\alpha_i} f \, dg \right| \leq \sum_{i=1}^{\nu(\alpha)} \int_{\alpha_{i-1}}^{\alpha_i} h \, dg = \int_a^b h \, dg,
\]
which shows that \( F \) has bounded variation on \([a, b]\). Thus, the existence of the integral \( \int_a^b |f| \, dg \) follows from Theorem 6.7.1.

6.7.5 Theorem. If \( g : [a, b] \to \mathbb{R} \) is nondecreasing and \( f_1, f_2 : [a, b] \to \mathbb{R} \) are such that the integrals \( \int_a^b f_1 \, dg \), \( \int_a^b f_2 \, dg \), \( \int_a^b |f_1| \, dg \) and \( \int_a^b |f_2| \, dg \) exist, then \( \int_a^b \max(f_1, f_2) \, dg \) and \( \int_a^b \min(f_1, f_2) \, dg \) exist as well.

Proof. By Theorem 6.7.4, the integral \( \int_a^b |f_1 - f_2| \, dg \) exists, because
\[
|f_1 - f_2| \leq |f_1| + |f_2|
\]
and the integrals \( \int_a^b (f_1 - f_2) \, dg \), \( \int_a^b |f_1| \, dg \) and \( \int_a^b |f_2| \, dg \) exist. Since
\[
\max(f_1, f_2) = \frac{f_1 + f_2 + |f_1 - f_2|}{2} \quad \text{and} \quad \min(f_1, f_2) = \frac{f_1 + f_2 - |f_1 - f_2|}{2},
\]
the existence of \( \int_a^b \max(f_1, f_2) \, dg \) and \( \int_a^b \min(f_1, f_2) \, dg \) follows from the linearity of the integral (i.e., from Theorem 6.1.8). \( \square \)

6.8 Convergence theorems

In this section, we present several convergence theorems for the Kurzweil-Stieltjes integral that do not require uniform convergence.

We start by introducing the concept of uniform integrability (also known as equiintegrability).

6.8.1 Definition. Consider a sequence of functions \( f_n : [a, b] \to \mathbb{R}, \ n \in \mathbb{N} \), and a function \( g : [a, b] \to \mathbb{R} \). Then \( \{f_n\} \) is called uniformly integrable with respect to \( g \), if the following two conditions are satisfied:

- The integral \( \int_a^b f_n \, dg \) exists for each \( n \in \mathbb{N} \).
• For every \( \varepsilon > 0 \), there exists a gauge \( \delta \) on \([a, b]\) such that the inequality
\[
\left| \int_a^b f_n \, dg - S(f_n, dg, P) \right| < \varepsilon
\]
holds for each \( \delta \)-fine partition \( P \) of \([a, b]\) and for every \( n \in \mathbb{N} \).

The next result is a basic convergence theorem for the Kurzweil-Stieltjes integral. Although the assumption of uniform integrability might be difficult to verify, the result will play a key role in deriving the other convergence theorems given later in this section.

6.8.2 Theorem. If \( \{f_n\} \) is uniformly integrable with respect to \( g \) and
\[
\lim_{n \to \infty} f_n(t) = f(t) \quad \text{for all } t \in [a, b],
\]
then both the integral \( \int_a^b f \, dg \) and the limit \( \lim_{n \to \infty} \int_a^b f_n \, dg \) exist, and the equality
\[
\int_a^b f \, dg = \lim_{n \to \infty} \int_a^b f_n \, dg
\]
is true.

Moreover,
\[
\lim_{n \to \infty} \left( \sup_{t \in [a, b]} \left| \int_t^a f_n \, dg - \int_t^a f \, dg \right| \right) = 0
\]
holds whenever \( g \) is bounded on \([a, b]\).

Proof. a) Consider an arbitrary \( \varepsilon > 0 \) and let \( \delta \) be the corresponding gauge from Definition 6.8.1. Choose an arbitrary \( \delta \)-fine partition \( P \) of \([a, b]\). Since
\[
\lim_{n \to \infty} S(f_n, dg, P) = S(f, dg, P),
\]
there exists an \( n_0 \in \mathbb{N} \) such that
\[
|S(f_m, dg, P) - S(f_n, dg, P)| < \varepsilon
\]
holds for all \( m, n \geq n_0 \). Using this fact together with the definition of uniform integrability, we get
\[
\left| \int_a^b f_m \, dg - \int_a^b f_n \, dg \right|
\leq \left| \int_a^b f_m \, dg - S(f_m, dg, P) \right| + |S(f_m, dg, P) - S(f_n, dg, P)|
+ \left| S(f_n, dg, P) - \int_a^b f_n \, dg \right| < 3 \varepsilon
\]
for all \( m, n \geq n_0 \). In particular, \( \{ \int_a^b f_n \, dg \} \) is a Cauchy sequence and thus it has a finite limit:

\[
\lim_{n \to \infty} \int_a^b f_n \, dg = L \in \mathbb{R}.
\]

Now, let \( P \) be an arbitrary \( \delta \)-fine partition of \([a, b]\). Choose an \( n_1 \in \mathbb{N} \) such that

\[
|S(f_{n_1}, dg, P) - S(f, dg, P)| < \varepsilon \quad \text{and} \quad \left| \int_a^b f_{n_1} \, dg - L \right| < \varepsilon.
\]

Then

\[
|S(f, dg, P) - L| \leq |S(f, dg, P) - S(f_{n_1}, dg, P)| + \left| \int_a^b f_{n_1} \, dg \right| + \int_a^b f_n \, dg - L | < 3\varepsilon.
\]

It follows that \( \int_a^b f \, dg \) exists and equals \( L \).

b) To prove (6.8.1), let \( h_n(t) = f_n(t) - f(t) \) for \( n \in \mathbb{N} \) and \( t \in [a, b] \), and assume that \( g \) is bounded on \([a, b]\). Note that the sequence \( \{h_n\} \) tends pointwise on \([a, b]\) to 0 and it is uniformly integrable with respect to \( g \). Choose an arbitrary \( \varepsilon > 0 \) and find a gauge \( \delta \) on \([a, b]\) such that

\[
\left| \int_a^b h_n \, dg - S(h_n, dg, P) \right| < \varepsilon \quad (6.8.2)
\]

for each \( \delta \)-fine partition \( P \) of \([a, b]\). Let \( P = (\alpha, \xi) \) be such a partition. Since \( h_n(t) \to 0 \) for \( t \in [a, b] \) and \( g \) is bounded, there exists an \( n_0 \in \mathbb{N} \) such that

\[
|h_n(\xi_i)||g|| < \frac{\varepsilon}{2\nu(\alpha)} \quad \text{for all} \ n \geq n_0 \ \text{and} \ i \in \{1, \ldots, \nu(\alpha)\}. \quad (6.8.3)
\]

Let arbitrary \( t \in [a, b] \) and \( n \in \mathbb{N} \cap [n_0, \infty) \) be given and let \( j \in \{1, \ldots, \nu(\alpha)\} \) be such that \( t \in [\alpha_{j-1}, \alpha_j] \). Then,

\[
\left| \int_a^t h_n \, dg \right| = \left| \sum_{i=1}^{j-1} \int_{\alpha_{i-1}}^{\alpha_i} h_n \, dg + \int_{\alpha_{j-1}}^{t} h_n \, dg \right| \\
\leq \left| \sum_{i=1}^{j-1} \left( \int_{\alpha_{i-1}}^{\alpha_i} h_n \, dg - h_n(\xi_i) \ (g(\alpha_i) - g(\alpha_{i-1})) \right) \right| \\
+ \int_{\alpha_{j-1}}^{t} h_n \, dg - h_n(\xi_j) \ (g(t) - g(\alpha_{j-1})) \\
+ \sum_{i=1}^{j-1} |h_n(\xi_i)||g(\alpha_i) - g(\alpha_{i-1})| + |h_n(\xi_j)||g(t) - g(\alpha_{j-1})|.
\]
Due to (6.8.3) we have

\[
\sum_{i=1}^{j-1} |h_n(\xi_i)| |g(\alpha_i) - g(\alpha_{i-1})| + |h_n(\xi_j)| |g(t) - g(\alpha_{j-1})| \\
\leq \sum_{i=1}^{j} 2|h_n(\xi_i)||g| < \varepsilon.
\]

Furthermore, if \(t \geq \xi_j\), then, having in mind (6.8.2), we may apply the Saks-Henstock lemma to the system

\[
\{([\alpha_{i-1}, \alpha_i], \xi_i) : i = 1, \ldots, j - 1 \} \cup \{([\alpha_{j-1}, t], \xi_j)\}
\]

and deduce that

\[
\left| \sum_{i=1}^{j-1} \left( \int_{\alpha_{i-1}}^{\alpha_i} h_n \, dg - h_n(\xi_i) \left( g(\alpha_i) - g(\alpha_{i-1}) \right) \right) \\
+ \int_{\alpha_{j-1}}^{t} h_n \, dg - h_n(\xi_j) \left( g(t) - g(\alpha_{j-1}) \right) \right| \leq \varepsilon.
\]

On the other hand, if \(t < \xi_j\), then applying the Saks-Henstock lemma to the systems

\[
\{([\alpha_{i-1}, \alpha_i], \xi_i) : i = 1, \ldots, j \} \text{ and } \{([t, \alpha_j], \xi_j)\},
\]

we get

\[
\left| \sum_{i=1}^{j} \left( \int_{\alpha_{i-1}}^{\alpha_i} h_n \, dg - h_n(\xi_i) \left( g(\alpha_i) - g(\alpha_{i-1}) \right) \right) \\
+ \int_{\alpha_{j-1}}^{t} h_n \, dg - h_n(\xi_j) \left( g(t) - g(\alpha_{j-1}) \right) \right| \leq 2\varepsilon.
\]

To summarize, we have shown that

\[
\left| \int_{a}^{t} h_n \, dg \right| \leq 3\varepsilon \quad \text{for all } n \geq n_0 \text{ and } t \in [a, b],
\]
which completes the proof of (6.8.1).

The next example shows that the boundedness of the integrator \( g \) is essential to ensure the uniform convergence of the indefinite integrals in (6.8.1).

**6.8.3 Example.** Let \( f_n(t) = 1/n \) for \( t \in [a, b] \) and let \( g : [a, b] \to \mathbb{R} \) be arbitrary with \( g(a) = 0 \). Then \( \{f_n\} \) tends pointwise on \([a, b]\) to the zero function. Furthermore, as \( S(f_n, dg, P) = (1/n) g(b) \) for each \( n \in \mathbb{N} \) and each partition \( P \) of \([a, b]\), we see that \( \int_a^b f_n \, dg = (1/n) g(b) \) for each \( n \in \mathbb{N} \) and the sequence \( \{f_n\} \) is uniformly integrable with respect to \( g \). However, we claim that the indefinite integrals \( F_n(t) = \int_a^t f_n \, dg \) tend uniformly to the zero function if and only if \( g \) is bounded. Indeed, we have \( F_n(t) = (1/n) g(t) \) for \( t \in [a, b] \). Clearly, if \( g \) is bounded on \([a, b]\), then \( \{F_n\} \) tends uniformly on \([a, b]\) to the zero function. On the other hand, if \( g \) is unbounded and an arbitrary \( \varepsilon > 0 \) is given, then for each \( n \in \mathbb{N} \), there is a \( t \in [a, b] \) such that

\[
|F_n(t)| = |(1/n) g(t)| > \varepsilon,
\]

i.e., \( F_n \) does not converge uniformly to the zero function.

The remaining convergence theorems in this section provide more transparent conditions that imply uniform integrability. To proceed, we need the following auxiliary lemma.

**6.8.4 Lemma.** For each \( \ell \in \mathbb{N} \), let \( S_\ell \) be the set of all couples \((\sigma, s)\), where \( \sigma \) is a division of \([a, b]\) and \( s = \{s_1, \ldots, s_{\nu(\sigma)}\} \) is a finite sequence of integers greater than or equal to \( \ell \).

Let \( g : [a, b] \to \mathbb{R} \) and let \( f_n : [a, b] \to \mathbb{R} \), \( n \in \mathbb{N} \), be a sequence of functions such that the integral \( \int_a^b f_n \, dg \) exists for each \( n \in \mathbb{N} \). Moreover, assume that there are \( B, C \in \mathbb{R} \) such that if \( \sigma \) is a division of \([a, b]\) and \( s_1, \ldots, s_{\nu(\sigma)} \in \mathbb{N} \), then

\[
B \leq \sum_{j=1}^{\nu(\sigma)} \int_{s_{j-1}}^{s_j} f_{s_j} \, dg \leq C. \tag{6.8.4}
\]

Then for each \( \varepsilon > 0 \) and \( \ell \in \mathbb{N} \) there exist \((\pi^\ell, p^\ell)\), \((\rho^\ell, r^\ell) \in S_\ell\) such that the following statements are true:

(i) The inequalities

\[
\sum_{j=1}^{\nu(\pi^\ell)} \int_{\pi^\ell_j}^{s_j} f_{p^\ell_j} \, dg - \frac{\varepsilon}{2\ell} \leq \sum_{j=1}^{\nu(\sigma)} \int_{s_{j-1}}^{s_j} f_{s_j} \, dg < \sum_{j=1}^{\nu(\rho^\ell)} \int_{\rho^\ell_j}^{r^\ell_j} f_{r^\ell_j} \, dg + \frac{\varepsilon}{2\ell} \tag{6.8.5}
\]

hold for each \((\sigma, s) \in S_\ell\).
Assume that \( \mathcal{I} = \bigcup_{i \in I} [c_i, d_i] \) is a finite union of nonoverlapping intervals in \([a, b]\) such that for each \( i \in I \) there is a \( j(i) \in \{1, \ldots, \nu(\pi^\ell)\} \) satisfying \([c_i, d_i] \subseteq [\pi^\ell_{j(i)-1}, \pi^\ell_{j(i)}] \). Then the inequality
\[
\sum_{i \in I} \int_{c_i}^{d_i} f_{\sigma_{j(i)}} \, dg - \frac{\varepsilon}{2^i} < \sum_{i \in I} \int_{c_i}^{d_i} f_n \, dg
\]
holds for each \( n \geq \ell \).

(ii) Assume that \( \mathcal{I} = \bigcup_{i \in I} [c_i, d_i] \) is a finite union of nonoverlapping intervals in \([a, b]\) such that for each \( i \in I \) there is a \( j(i) \in \{1, \ldots, \nu(\rho^\ell)\} \) satisfying \([c_i, d_i] \subseteq [\rho^\ell_{j(i)-1}, \rho^\ell_{j(i)}] \). Then the inequality
\[
\sum_{i \in I} \int_{c_i}^{d_i} f_n \, dg < \sum_{i \in I} \int_{c_i}^{d_i} f_{\sigma_{j(i)}} \, dg + \frac{\varepsilon}{2^i}
\]
holds for each \( n \geq \ell \).

Proof. According to (6.8.4), the values of all sums
\[
\sum_{j=1}^{\nu(\sigma)} \int_{\sigma_j}^{\sigma_j-1} f_{s_j} \, dg, \quad \text{where } (\sigma, s) \in \mathcal{S}_{\ell},
\]
are contained in a bounded subset of \( \mathbb{R} \). Thus, the existence of the couples \((\pi^\ell, p^\ell)\) and \((\rho^\ell, r^\ell)\) \( \in \mathcal{S}_{\ell} \) having the properties from statement (i) follows from the definitions of infimum and supremum.

To prove statement (ii), consider the division \( \sigma = \pi^\ell \cup \{c_i, d_i : i \in I\} \) of \([a, b]\). For each \( j \in \{1, \ldots, \nu(\sigma)\} \), there exists a \( k(j) \in \{1, \ldots, \nu(\pi^\ell)\} \) such that \([\sigma_{j-1}, \sigma_j] \subseteq [\pi^\ell_{k(j)-1}, \pi^\ell_{k(j)}] \). Define \( s \) as follows: If \( j \in \{1, \ldots, \nu(\sigma)\} \) is such that \([\sigma_{j-1}, \sigma_j] \subseteq \mathcal{I} \), let \( s_j = n \). Otherwise, let \( s_j = p^\ell_{k(j)} \). Then \((\sigma, s) \in \mathcal{S}_{\ell} \) and relation (6.8.5) holds. Obviously,
\[
\sum_{j=1}^{\nu(\sigma)} \int_{\sigma_j}^{\sigma_j-1} f_{s_j} \, dg = \sum_{j \in \{1, \ldots, \nu(\sigma)\}} \int_{[\sigma_{j-1}, \sigma_j]}^{\sigma_j} f_n \, dg + \sum_{j \in \{1, \ldots, \nu(\sigma)\}} \int_{[\sigma_{j-1}, \sigma_j]}^{\sigma_j} f_{p^\ell_{k(j)}} \, dg = \sum_{i \in I} \int_{c_i}^{d_i} f_n \, dg + \sum_{j \in \nu(\sigma)} \int_{[\sigma_{j-1}, \sigma_j]}^{\sigma_j} f_{p^\ell_{k(j)}} \, dg
\]
Furthermore, for each \( m \in \{1, \ldots, \nu(\pi^\ell)\} \), we have
\[
[\pi^\ell_{m-1}, \pi^\ell_{m}] = \bigcup_{k(j)=m} [\sigma_{j-1}, \sigma_j],
\]
and for each \( m \in \{1, \ldots, \nu(\rho^\ell)\} \), we have
\[
[\rho^\ell_{m-1}, \rho^\ell_{m}] = \bigcup_{k(j)=m} [\sigma_{j-1}, \sigma_j],
\]
and therefore
\[
\sum_{j=1}^{\nu(\pi')} \int_{\pi_{j-1}^j} f_{p_j'} \, dg = \sum_{m=1}^{\nu(\pi')} \sum_{j \in \{1, \ldots, \nu(\sigma)\}} \int_{\sigma_{j-1}^j} f_{p'_m} \, dg = \sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}^j} f_{p'_{k(j)}} \, dg
\]
\[
= \sum_{j \in \{1, \ldots, \nu(\sigma)\}} \left( \int_{\sigma_{j-1}^j} f_{p'_{k(j)}} \, dg + \sum_{j \in \{1, \ldots, \nu(\sigma)\}} \int_{[\sigma_{j-1}^j, \sigma_j \not\in I]} f_{p'_{k(j)}} \, dg \right)
\]
\[
= \sum_{i \in I} \int_{\epsilon_i} f_{p'_{i(j)}} \, dg + \sum_{j \in \{1, \ldots, \nu(\sigma)\}} \int_{[\sigma_{j-1}^j, \sigma_j \not\in I]} f_{p'_{k(j)}} \, dg.
\]
Now, by subtracting
\[
\sum_{j \in \{1, \ldots, \nu(\sigma)\}} \int_{[\sigma_{j-1}^j, \sigma_j \not\in I]} f_{p'_{k(j)}} \, dg
\]
from the first inequality in (6.8.5), we get (6.8.6).

Statement (iii) can be proved in a similar way.

The following convergence theorem is due to D. Preiss and Š. Schwabik. It is a special case of Theorem 5.5 from J. Kurzweil’s book [81], which is concerned with a more general type of integral; see also Theorem 1.28 and Remark 1.30 in [122].

6.8.5 Theorem. Let \( g \in BV([a, b]) \) and let \( \{f_n\} \) be a sequence of real valued functions defined on \([a, b]\) and satisfying the following conditions:

(i) The integral \( \int_a^b f_n \, dg \) exists for each \( n \in \mathbb{N} \).

(ii) \( \lim_{n \to \infty} f_n(t) = f(t) \) for \( t \in [a, b] \).

(iii) There are \( B, C \in \mathbb{R} \) such that the inequalities

\[
B \leq \sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}^j} f_{s_j} \, dg \leq C
\]

hold for all divisions \( \sigma \) of \([a, b]\) and all \( s_1, \ldots, s_{\nu(\sigma)} \in \mathbb{N} \).

Then \( \{f_n\} \) is uniformly integrable with respect to \( g \), the integral \( \int_a^b f \, dg \) exists, and

\[
\int_a^b f \, dg = \lim_{n \to \infty} \int_a^b f_n \, dg.
\]
Moreover, we have

\[ \lim_{n \to \infty} \left( \sup_{t \in [a,b]} \left| \int_a^t f_n \, dg - \int_a^t f \, dg \right| \right) = 0. \]

**Proof.** According to Theorem 6.8.2, it suffices to prove that \( \{f_n\} \) is uniformly integrable with respect to \( g \). Choose an arbitrary \( \varepsilon > 0 \). For each \( \ell \in \mathbb{N} \), let \((\pi^\ell, p^\ell)\) and \((\rho^\ell, r^\ell)\) be as in Lemma 6.8.4. Also, for each \( \ell \in \mathbb{N} \), there is a gauge \( \delta^\ell \) on \([a,b]\) such that for each \( \delta^\ell \)-fine partition \( P \) of \([a,b]\), we have

\[
\begin{align*}
| S(f^\ell, dg, P) - \int_a^b f^\ell \, dg | &< \varepsilon, \\
S(f^p_{\pi^\ell}, dg, P) - \int_a^b f^p_{\pi^\ell} \, dg &< \frac{\varepsilon}{2^\ell \nu(\pi^\ell)} \quad \text{for } i \in \{1, \ldots, \nu(\pi^\ell)\}, \\
S(f^r_{\rho^\ell}, dg, P) - \int_a^b f^r_{\rho^\ell} \, dg &< \frac{\varepsilon}{2^\ell \nu(\rho^\ell)} \quad \text{for } i \in \{1, \ldots, \nu(\rho^\ell)\}.
\end{align*}
\]

Moreover, assume that \( \delta^\ell(t) < \text{dist}(t, (\pi^\ell \cup \rho^\ell) \setminus \{t\}) \) holds for each \( t \in [a,b] \).

Due to assumption (ii), for each \( t \in [a,b] \) we can choose an \( N(t) \in \mathbb{N} \) such that

\[ |f(t) - f_n(t)| < \varepsilon \quad \text{for all } n \geq N(t). \]

Let us put

\[ \delta(t) = \min\{\delta_1(t), \ldots, \delta_{N(t)}(t)\} \quad \text{for } t \in [a,b]. \]

Let \( P = (\alpha, \xi) \) be an arbitrary \( \delta \)-fine partition of \([a,b]\) and \( n \in \mathbb{N} \). Our goal is to obtain estimates for the terms appearing in \( S(f_n, dg, P) \). If \( i \in \{1, \ldots, \nu(\alpha)\} \) is such that \( N(\xi_i) \geq n \), then \( \delta(\xi_i) \leq \delta_n(\xi_i) \). Thus, assumption (6.8.8) together with the Saks-Henstock lemma imply

\[ \sum_{i \in \{1, \ldots, \nu(\alpha)\} \atop N(\xi_i) \geq n} f_n(\xi_i) (g(\alpha_i) - g(\alpha_{i-1})) \leq \sum_{i \in \{1, \ldots, \nu(\alpha)\} \atop N(\xi_i) \geq n} \int_{\alpha_{i-1}}^{\alpha_i} f_n \, dg + \varepsilon. \tag{6.8.11} \]

It remains to estimate those terms in \( S(f_n, dg, P) \) for which \( N(\xi_i) < n \). To this aim, consider a fixed \( \ell \in \{1, \ldots, n-1\} \) together with all indices \( i \in \{1, \ldots, \nu(\alpha)\} \) fulfilling \( N(\xi_i) = \ell \). Due to the construction of the gauge \( \delta^\ell \), each corresponding interval \([\alpha_{i-1}, \alpha_i]\) contains at most one of the division points of \( \pi^\ell \) and, in that case, the tag \( \xi_i \) must coincide with this division point. If we split the interval \([\alpha_{i-1}, \alpha_i]\) into a pair of intervals \([\alpha_{i-1}, \xi_i]\) and \([\xi_i, \alpha_i]\) that share the same tag
\[ \xi_i, \text{ the value of } S(f_n, dg, P) \text{ remains unchanged. Thus, without loss of generality, we can assume that for every } i \in \{1, \ldots, \nu(\alpha)\} \text{ satisfying } N(\xi_i) = \ell, \text{ there is a } j(i) \in \{1, \ldots, \nu(\pi^\ell)\} \text{ such that } [\alpha_{i-1}, \alpha_i] \subset [\pi_{j(i)-1}^\ell, \pi_{j(i)}^\ell]. \text{ Then} \]

\[
\sum_{i \in \{1, \ldots, \nu(\alpha)\}} f_n(\xi_i) \left( g(\alpha_i) - g(\alpha_{i-1}) \right)
= \sum_{i \in \{1, \ldots, \nu(\alpha)\}} \left( f_n(\xi_i) - f_{p_{j(i)}^\ell}(\xi_i) \right) \left( g(\alpha_i) - g(\alpha_{i-1}) \right)
+ \sum_{i \in \{1, \ldots, \nu(\alpha)\}} f_{p_{j(i)}^\ell}(\xi_i) \left( g(\alpha_i) - g(\alpha_{i-1}) \right) - \int_{\alpha_{i-1}}^{\alpha_i} f_{p_{j(i)}^\ell}(dg)
+ \sum_{i \in \{1, \ldots, \nu(\alpha)\}} \int_{\alpha_{i-1}}^{\alpha_i} f_{p_{j(i)}^\ell}(dg).
\]

Since \((\pi^\ell, p^\ell) \in S_\ell\), we also have \(p_{j(i)}^\ell \geq \ell\). Hence, if \(N(\xi_i) = \ell < n\), the definition of \(N(\xi_i)\) gives

\[ |f_n(\xi_i) - f_{p_{j(i)}^\ell}(\xi_i)| \leq |f_n(\xi_i) - f(\xi_i)| + |f(\xi_i) - f_{p_{j(i)}^\ell}(\xi_i)| < 2\varepsilon, \]

and consequently

\[ \left| (f_n(\xi_i) - f_{p_{j(i)}^\ell}(\xi_i)) \left( g(\alpha_i) - g(\alpha_{i-1}) \right) \right| < 2\varepsilon \var_{\alpha_{i-1}} g. \]

Next, we notice that

\[
\left| \sum_{i \in \{1, \ldots, \nu(\alpha)\}} \left( f_{p_{j(i)}^\ell}(\xi_i) \left( g(\alpha_i) - g(\alpha_{i-1}) \right) - \int_{\alpha_{i-1}}^{\alpha_i} f_{p_{j(i)}^\ell}(dg) \right) \right|
\leq \sum_{k=1}^{\nu(\pi^\ell)} \left| \sum_{i \in \{1, \ldots, \nu(\alpha)\}} \left( f_{p_{j(k)}^\ell}(\xi_i) \left( g(\alpha_i) - g(\alpha_{i-1}) \right) - \int_{\alpha_{i-1}}^{\alpha_i} f_{p_{j(k)}^\ell}(dg) \right) \right|
\leq \sum_{k=1}^{\nu(\pi^\ell)} \frac{\varepsilon}{2^k \nu(\pi^\ell)} = \frac{\varepsilon}{2^\ell},
\]

where the last inequality is a consequence of the assumption \((6.8.9)\) and the Saks-Henstock lemma.
To summarize, for each $\ell \in \{1, \ldots, n - 1\}$ the previous estimates imply

$$\sum_{i \in \{1, \ldots, \nu(\alpha)\} \atop N(\xi_i) = \ell} f_n(\xi_i) (g(\alpha_i) - g(\alpha_{i-1}))$$

$$< \sum_{i \in \{1, \ldots, \nu(\alpha)\} \atop N(\xi_i) = \ell} \left( \int_{\alpha_{i-1}}^{\alpha_i} f_p' \varpi \, dg + 2 \varepsilon \var{\alpha_i} g \right) + \frac{\varepsilon}{2\ell}$$

$$< \sum_{i \in \{1, \ldots, \nu(\alpha)\} \atop N(\xi_i) = \ell} \left( \int_{\alpha_{i-1}}^{\alpha_i} f_n \, dg + 2 \varepsilon \var{\alpha_i} g \right) + 2 \frac{\varepsilon}{2\ell},$$

where the last inequality follows from (6.8.6). Summation over $\ell \in \{1, \ldots, n - 1\}$ yields

$$\sum_{i \in \{1, \ldots, \nu(\alpha)\} \atop N(\xi_i) < n} f_n(\xi_i) (g(\alpha_i) - g(\alpha_{i-1})) < \sum_{i \in \{1, \ldots, \nu(\alpha)\} \atop N(\xi_i) < n} \int_{\alpha_{i-1}}^{\alpha_i} f_n \, dg + 2 \varepsilon \var{\alpha_i} g + 2 \varepsilon.$$

Adding the last inequality and (6.8.11), we conclude that the estimate

$$S(f_n, dg, P) = \sum_{i=1}^{\nu(\alpha)} f_n(\xi_i) (g(\alpha_i) - g(\alpha_{i-1})) < \int_{a}^{b} f_n \, dg + 2 \varepsilon \var{b} g + 3 \varepsilon$$

holds for all $n \in \mathbb{N}$. Proceeding in a similar way (using (6.8.7) and (6.8.10)), we can show that also

$$S(f_n, dg, P) > \int_{a}^{b} f_n \, dg - 2 \varepsilon \var{b} g - 3 \varepsilon$$

holds for all $n \in \mathbb{N}$. As a consequence,

$$\left| S(f_n, dg, P) - \int_{a}^{b} f_n \, dg \right| < 2 \varepsilon \var{b} g + 3 \varepsilon$$

for each $\delta$-fine partition $P$ of $[a, b]$ and each $n \in \mathbb{N}$, i.e., $\{f_n\}$ is uniformly integrable with respect to $g$. \hfill \Box

A straightforward consequence of Theorem 6.8.5 is the dominated convergence theorem.

**6.8.6 Theorem (Dominated Convergence Theorem).**

Let $g : [a, b] \to \mathbb{R}$ be nondecreasing and let $\{f_n\}$ be a sequence of real valued functions defined on $[a, b]$ and satisfying the following conditions:
The integral \( \int_a^b f_n \, dg \) exists for each \( n \in \mathbb{N} \).

\( \lim_{n \to \infty} f_n(t) = f(t) \) for \( t \in [a,b] \).

There exist functions \( h_1, h_2 : [a,b] \to \mathbb{R} \) such that the integrals \( \int_a^b h_1 \, dg \), \( \int_a^b h_2 \, dg \) exist and \( h_1 \leq f_n \leq h_2 \) on \([a,b]\) for each \( n \in \mathbb{N} \).

Then \( \{f_n\} \) is uniformly integrable with respect to \( g \), the integral \( \int_a^b f \, dg \) exists and

\[
\int_a^b f \, dg = \lim_{n \to \infty} \int_a^b f_n \, dg.
\]

Moreover, we have

\[
\lim_{n \to \infty} \left( \sup_{t \in [a,b]} \left| \int_a^t f_n \, dg - \int_a^t f \, dg \right| \right) = 0.
\]

**Proof.** The statement is a consequence of Theorem 6.8.5. To see this, let

\[
B = \int_a^b h_1 \, dg, \quad C = \int_a^b h_2 \, dg.
\]

If \( \sigma \) is a division of \([a,b]\) and \( s_1, \ldots, s_{\nu(\sigma)} \in \mathbb{N} \), then

\[
B = \sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}}^{\sigma_j} h_1 \, dg \leq \sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}}^{\sigma_j} f \, dg \leq \sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}}^{\sigma_j} h_2 \, dg = C.
\]

This shows that the assumptions of Theorem 6.8.5 are satisfied, and the proof is complete. \( \square \)

**6.8.7 Remark.** In the previous theorem, the condition \( h_1 \leq f_n \leq h_2 \) on \([a,b]\) can be weakened. It is enough to assume that for each interval \([c,d] \subset [a,b]\) and each \( n \in \mathbb{N} \), we have

\[
\int_c^d h_1 \, dg \leq \int_c^d f_n \, dg \leq \int_c^d h_2 \, dg.
\]

In a similar way, we can derive the bounded convergence theorem. In comparison with the dominated convergence theorem, the dominating hypothesis on \( \{f_n\} \) is stronger. On the other hand, \( g \) is no longer assumed to be nondecreasing, but merely of bounded variation.
6.8.8 Theorem (BOUNDED CONVERGENCE THEOREM).
Let \( g \in \text{BV}(\[a, b\]) \) and let \( \{f_n\} \) be a sequence of real valued functions defined on \([a, b]\) and satisfying the following conditions:

- The integral \( \int_a^b f_n \, dg \) exists for each \( n \in \mathbb{N} \).
- \( \lim_{n \to \infty} f_n = f \) on \([a, b]\).
- There exists a constant \( M \geq 0 \) such that \( |f_n(t)| \leq M \) for all \( n \in \mathbb{N} \) and \( t \in [a, b] \).

Then \( \{f_n\} \) is uniformly integrable with respect to \( g \), the integral \( \int_a^b f \, dg \) exists and

\[
\lim_{n \to \infty} \left( \sup_{t \in [a,b]} \left| \int_a^t f_n \, dg - \int_a^t f \, dg \right| \right) = 0.
\]

Proof. If \( \sigma \) is a division of \([a, b]\) and \( s_1, \ldots, s_{\nu(\sigma)} \in \mathbb{N} \), then

\[
\sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}}^{\sigma_j} f_{s_j} \, dg \leq \sum_{j=1}^{\nu(\sigma)} \left| \int_{\sigma_{j-1}}^{\sigma_j} f_{s_j} \, dg \right| \leq \sum_{j=1}^{\nu(\sigma)} M \text{var}_{\sigma_{j-1}} g = M \text{var}^b_a g.
\]

Hence, the assumptions of Theorem 6.8.5 are satisfied with

\[
B = -M \text{var}^b_a g, \quad C = M \text{var}^b_a g,
\]

and the proof is complete. \( \square \)

Another important consequence of Theorem 6.8.5 is the monotone convergence theorem.

6.8.9 Theorem (MONOTONE CONVERGENCE THEOREM).
Let \( g : [a, b] \to \mathbb{R} \) be nondecreasing and \( \{f_n\} \) be a sequence of functions such that the integral \( \int_a^b f_n \, dg \) exists for each \( n \in \mathbb{N} \), and \( \lim_{n \to \infty} f_n = f \) on \([a, b]\). Suppose, in addition, that one of the following conditions holds:

- \( \{f_n\} \) is a nondecreasing sequence and \( \lim_{n \to \infty} \int_a^b f_n \, dg < \infty \).
- \( \{f_n\} \) is a nonincreasing sequence and \( \lim_{n \to \infty} \int_a^b f_n \, dg > -\infty \).
Then \( \{ f_n \} \) is uniformly integrable with respect to \( g \), the integral \( \int_a^b f \, dg \) exists and

\[
\int_a^b f \, dg = \lim_{n \to \infty} \int_a^b f_n \, dg.
\] (6.8.12)

Moreover, we have

\[
\lim_{n \to \infty} \left( \sup_{t \in [a,b]} \left| \int_a^t f_n \, dg - \int_a^t f \, dg \right| \right) = 0.
\] (6.8.13)

Proof. Suppose that the first condition holds. Let

\[
B = \int_a^b f_1 \, dg, \quad C = \lim_{n \to \infty} \int_a^b f_n \, dg.
\]

If \( \sigma \) is a division of \([a,b]\) and \( s_1, \ldots, s_{\nu(\sigma)} \in \mathbb{N} \), then

\[
B = \sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}}^{\sigma_j} f_1 \, dg \leq \sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}}^{\sigma_j} f_{s_j} \, dg \leq \sum_{j=1}^{\nu(\sigma)} \int_{\sigma_{j-1}}^{\sigma_j} (f_{\max(s_1, \ldots, s_{\nu(\sigma)})}) \, dg \leq C.
\]

Thus, the assumptions of Theorem 6.8.5 are satisfied, and (6.8.12), (6.8.13) hold. If the second condition holds, it is enough to consider the sequence \( \{-f_n\} \), which obviously satisfies the first condition.

The monotone convergence theorem has a number of useful corollaries, which will be needed later. The first result is an analogue of Levi’s theorem for term-by-term integration of infinite series.

6.8.10 Theorem. Suppose that \( g : [a, b] \to \mathbb{R} \) is nondecreasing, \( f_k : [a, b] \to \mathbb{R} \) is a nonnegative function for each \( k \in \mathbb{N} \), and \( f = \sum_{k=1}^\infty f_k \) on \([a, b]\). If the integral \( \int_a^b f_k \, dg \) exists for each \( k \in \mathbb{N} \) and if the sum \( \sum_{k=1}^\infty \int_a^b f_k \, dg \) is finite, then the sequence \( \{ s_n \} \) given by \( s_n = \sum_{k=1}^n f_k \) on \([a, b]\) is uniformly integrable with respect to \( g \) and

\[
\int_a^b f \, dg = \sum_{k=1}^\infty \int_a^b f_k \, dg.
\]

Moreover, we have

\[
\lim_{n \to \infty} \left( \sup_{t \in [a,b]} \left| \int_a^t s_n \, dg - \int_a^t f \, dg \right| \right) = 0.
\]
Proof. The sequence \( \{ s_n \} \) is nondecreasing, the integral \( \int_a^b s_n \, dg \) exists for each \( n \in \mathbb{N} \), and \( \lim_{n \to \infty} s_n = f \) on \([a, b]\). Moreover, we have

\[
\lim_{n \to \infty} \int_a^b s_n \, dg = \lim_{n \to \infty} \int_a^b \left( \sum_{k=1}^n f_k \right) \, dg = \lim_{n \to \infty} \sum_{k=1}^n \int_a^b f_k \, dg = \sum_{k=1}^\infty \int_a^b f_k \, dg < \infty.
\]

Thus, the statement of the present theorem follows from the monotone convergence theorem.

6.8.11 Remark. Suppose that \( g : [a, b] \to \mathbb{R} \) is nondecreasing and \( f = \sum_{k=1}^\infty f_k \) on \([a, b]\), where each \( f_k : [a, b] \to \mathbb{R} \) is a nonnegative function such that \( \int_a^b f_k \, dg \) exists. If we know that \( \int_a^b f \, dg \) exists, then

\[
\sum_{k=1}^n \int_a^b f_k \, dg = \int_a^b \left( \sum_{k=1}^n f_k \right) \, dg \leq \int_a^b f \, dg \quad \text{for each } n \in \mathbb{N}.
\]

Hence, \( \sum_{k=1}^\infty \int_a^b f_k \, dg \) is finite and equals \( \int_a^b f \, dg \) by Theorem 6.8.10. In other words, we have established the following result:

\( \int_a^b \sum_{k=1}^\infty f_k \, dg \) exists if and only if \( \sum_{k=1}^\infty \int_a^b f_k \, dg \) is finite; in this case, both expressions have the same value.

The monotone convergence theorem also leads to the following result.

6.8.12 Lemma. If \( g : [a, b] \to \mathbb{R} \) is nondecreasing and \( \{ f_k \} \) is a sequence of nonnegative functions such that the integral \( \int_a^b f_k \, dg \) exists for each \( k \in \mathbb{N} \), then \( \int_a^b (\inf_{k \in \mathbb{N}} f_k) \, dg \) exists as well.

Proof. For each \( n \in \mathbb{N} \), let \( h_n = \min\{f_1, \ldots, f_n\} \), and note that Theorem 6.7.5 guarantees the existence of the integral \( \int_a^b h_n \, dg \geq 0 \). The sequence \( \{h_n\} \) is non-increasing and pointwise convergent to \( \inf_{k \in \mathbb{N}} f_k \). Hence, the monotone convergence theorem implies the existence of the integral \( \int_a^b (\inf_{k \in \mathbb{N}} f_k) \, dg \).

Another useful corollary of the monotone convergence theorem is Fatou’s lemma.

6.8.13 Lemma (Fatou’s Lemma). Let \( g : [a, b] \to \mathbb{R} \) be nondecreasing and let \( \{ f_n \} \) be a sequence of functions such that the integral \( \int_a^b f_n \, dg \) exists for each \( n \in \mathbb{N} \). Then the following statements hold:
(i) Assume there is a function \( \varphi : [a, b] \to \mathbb{R} \) such that \( \int_a^b \varphi \, dg \) exists and \( f_n \geq \varphi \) on \([a, b]\) for each \( n \in \mathbb{N} \). If \( \liminf_{n \to \infty} f_n(x) < \infty \) for each \( x \in [a, b] \) and \( \liminf_{n \to \infty} \int_a^b f_n \, dg < \infty \), then \( \int_a^b (\liminf_{n \to \infty} f_n) \, dg \) exists, and we have
\[
\int_a^b (\liminf_{n \to \infty} f_n) \, dg \leq \liminf_{n \to \infty} \int_a^b f_n \, dg.
\]

(ii) Assume there is a function \( \psi : [a, b] \to \mathbb{R} \) such that \( \int_a^b \psi \, dg \) exists and \( f_n \leq \psi \) for each \( n \in \mathbb{N} \). If \( \limsup_{n \to \infty} f_n(x) > -\infty \) for each \( x \in [a, b] \) and \( \limsup_{n \to \infty} \int_a^b f_n \, dg > -\infty \), then \( \int_a^b (\limsup_{n \to \infty} f_n) \, dg \) exists, and we have
\[
\int_a^b (\limsup_{n \to \infty} f_n) \, dg \geq \limsup_{n \to \infty} \int_a^b f_n \, dg.
\]

Proof. Let us prove the first statement. Without loss of generality, we can assume that \( \varphi = 0 \) (otherwise, it is enough to consider the sequence \( \{ f_n - \varphi \} \)). For each \( n \in \mathbb{N} \), let \( h_n = \inf_{k \geq n} f_k \). The sequence \( \{ h_n \} \) consists of nonnegative functions, it is nondecreasing, and pointwise convergent to \( \liminf_{n \to \infty} f_n \). By Lemma [6.8.12] the integral \( \int_a^b h_n \, dg \) exists for each \( n \in \mathbb{N} \). Obviously, we have
\[
\int_a^b h_n \, dg \leq \int_a^b f_n \, dg,
\]
and therefore
\[
\lim_{n \to \infty} \int_a^b h_n \, dg = \liminf_{n \to \infty} \int_a^b h_n \, dg \leq \liminf_{n \to \infty} \int_a^b f_n \, dg < \infty.
\]
The monotone convergence theorem implies the existence of the integral \( \int_a^b (\lim_{n \to \infty} h_n) \, dg \), and we get
\[
\int_a^b (\liminf_{n \to \infty} f_n) \, dg = \int_a^b (\lim_{n \to \infty} h_n) \, dg = \lim_{n \to \infty} \int_a^b h_n \, dg \leq \liminf_{n \to \infty} \int_a^b f_n \, dg.
\]
To prove that the second statement holds, it is enough to consider the sequence \( \{-f_n\} \) and apply the first statement. \( \square \)

### 6.9 Integration over elementary sets

Up to now we have been discussing the integration over a fixed given interval, more precisely, integration from some lower bound to some upper bound. In the
theory of the Lebesgue integral one can meet also the possibility of integration
over more general sets. The generality of the Kurzweil-Stieltjes integral (in the
sense of a large domain of integrable functions) seems to be the source of troubles
with defining the Kurzweil-Stieltjes integral over general sets, in particular in the
cases when we do not want to restrict ourselves to continuous integrators. A
reasonable compromise seems to be to restrict the considerations to elementary
sets (cf. Definition 2.8.10). In this case the following definition turned out to be
useful for our purposes.

6.9.1 Definition. Let \( f : [a, b] \to \mathbb{R} \), \( g : [a, b] \to \mathbb{R} \) and an elementary subset \( E \) of
\([a, b]\) be given. The Kurzweil-Stieltjes integral of \( f \) with respect to \( g \) over \( E \) is
given by
\[
\int_E f \, dg = \int_a^b (f \chi_E) \, dg
\]
provided the integral on the right-hand side exists.

According to Definition 6.9.1, the existence of the integral \( \int_E f \, dg \) means
that there is an \( I \in \mathbb{R} \) such that for every \( \varepsilon > 0 \) there is a gauge \( \delta \) on \([a, b]\) such
that
\[
|S(f \chi_E, dg, P) - I| < \varepsilon \quad \text{for all } \delta\text{-fine partitions } P \text{ on } [a, b].
\]

As we will see later, the value of the integral \( \int_E f \, dg \) can depend on the choice
of the interval \([a, b]\) which contains \( E \). Hence, throughout this section the interval
\([a, b]\) is assumed to be fixed. Further, we use extensively the following convention
mentioned in the point (x) of Conventions and notation: Functions \( g \) defined on
the interval \([a, b]\) are supposed to be extended to some open interval containing
\([a, b]\) in such a way that
\[
g(a-) = g(a), \quad g(b+) = g(b), \quad \text{i.e. } \Delta^- g(a) = \Delta^+ g(b) = 0.
\]

The basic properties of the Kurzweil-Stieltjes integral over elementary sets
given below are immediate consequences of the corresponding properties of the
Kurzweil-Stieltjes integral presented in the previous sections.

6.9.2 Theorem. Let \( E \) be an elementary subset of \([a, b]\). Assume that the func-
tions \( f, f_1, f_2, g, g_1, g_2 : [a, b] \to \mathbb{R} \) are such that the integrals
\[
\int_E f_1 \, dg, \quad \int_E f_2 \, dg, \quad \int_E f \, dg_1 \quad \text{and} \quad \int_E f \, dg_2
\]
exist. Then for any \( c_1, c_2 \in \mathbb{R} \),
\[
\int_E (c_1 f_1 + c_2 f_2) \, dg = c_1 \int_E f_1 \, dg + c_2 \int_E f_2 \, dg
\]
and
\[ \int_E f \, d(c_1 g_1 + c_2 g_2) = c_1 \int_E f \, d[g_1] + c_2 \int_E f \, d[g_2] \]

hold.

Using Theorem 6.9.2, the following additivity result of the integral with respect to elementary sets can be justified.

6.9.3 Theorem. Let \( E_1 \) and \( E_2 \) be disjoint elementary subsets of \( [a, b] \). Assume that \( f, g : [a, b] \to \mathbb{R} \) are such that both the integrals

\[ \int_{E_1} f \, dg \quad \text{and} \quad \int_{E_2} f \, dg \]

exist. Then the integral \( \int_{E_1 \cup E_2} f \, dg \) exists as well and

\[ \int_{E_1 \cup E_2} f \, dg = \int_{E_1} f \, dg + \int_{E_2} f \, dg. \]

6.9.4 Remark. Note that if \( E \) is an elementary subset of \( [a, b] \) and \( h = 0 \) on \( E \), then obviously \( \int_{E} h \, dg = 0 \) for each \( g : [a, b] \to \mathbb{R} \). Therefore, if the integral \( \int_{E} f_1 \, dg \) exists, then the equality

\[ \int_{E} f_1 \, dg = \int_{E} f_2 \, dg \]

holds for each function \( f_2 \) such that \( f_2 = f_1 \) on \( E \).

Later in this section we will provide conditions ensuring the existence of the integral over elementary sets (see Corollary 6.9.10). For now, let us simply highlight the following result which is a consequence of Theorem 6.3.8.

6.9.5 Theorem. Let \( f \in G([a, b]) \) and \( g \in BV([a, b]) \). If \( E \) is an elementary subset of \( [a, b] \), then the integral \( \int_{E} f \, dg \) exists.

Proof. It is enough to observe that \( f \chi_E : [a, b] \to \mathbb{R} \) is a regulated function whenever \( f \in G([a, b]) \) and \( E \) is an elementary subset of \( [a, b] \). \( \square \)

Now we are going to consider the properties of integrals over arbitrary bounded intervals. For degenerate intervals, i.e., singleton sets, we have the following result.

6.9.6 Theorem. Let \( \tau \in [a, b] \) and let \( g : [a, b] \to \mathbb{R} \) have finite one-sided limits \( g(\tau-) \) and \( g(\tau+) \). Then the integral \( \int_{[\tau]} f \, dg \) exists and

\[ \int_{[\tau]} f \, dg = f(\tau) \, \Delta g(\tau). \]
Proof. Note that \( f \chi_{[\tau]}(t) = f(\tau) \chi_{[\tau]}(t) \) for all \( t \in [a, b] \). Hence,

\[
\int_{[\tau]} f \, dg = \int_a^b f \chi_{[\tau]} \, dg = f(\tau) \int_a^b \chi_{[\tau]} \, dg
\]

and the result follows from Example 6.3.1 (iii). \( \square \)

Integration over subintervals of \([a, b]\) is described by the following assertion.

**6.9.7 Theorem.** Let \( f : [a, b] \to \mathbb{R}, \ g \in G([a, b]) \) and \( a \leq c < d \leq b \). Then if one of the integrals

\[
\int_{[c, d]} f \, dg, \quad \int_{(c, d]} f \, dg, \quad \int_{[c, d)} f \, dg, \quad \int_{(c, d)} f \, dg, \quad \int_{(c, d]} f \, dg
\]

exists, all the others exist as well. In this case, we have the following equalities:

\[
\begin{align*}
\int_{[c, d]} f \, dg &= f(c) \Delta^- g(c) + \int_c^d f \, dg + f(d) \Delta^+ g(d), \\
\int_{(c, d]} f \, dg &= -f(c) \Delta^+ g(c) + \int_c^d f \, dg - f(d) \Delta^- g(d), \\
\int_{[c, d)} f \, dg &= f(c) \Delta^- g(c) + \int_c^d f \, dg - f(d) \Delta^- g(d), \\
\int_{(c, d)} f \, dg &= -f(c) \Delta^+ g(c) + \int_c^d f \, dg + f(d) \Delta^+ g(d).
\end{align*}
\]

Proof. Note that

\[
\int_{[c, d]} f \, dg = \int_a^c (f \chi_{[c, d]}) \, dg + \int_c^d f \, dg + \int_d^b (f \chi_{[c, d]}) \, dg.
\]

Clearly, the first and third integral on the right-hand side exist by Examples 6.3.1 (iii). Thus, the integral over \([c, d]\) exists if and only if the integral \( f(d) \, dg \) exists. In this case,

\[
\begin{align*}
\int_{[c, d]} f \, dg &= f(c) \int_a^c \chi_{[c, d]} \, dg + \int_c^d f \, dg + f(d) \int_d^b \chi_{[c, d]} \, dg \\
&= f(c) \Delta^- g(c) + \int_c^d f \, dg + f(d) \Delta^+ g(d).
\end{align*}
\]

Since by Theorem 6.9.6 both integrals \( \int_{[c]} f \, dg \) and \( \int_{[d]} f \, dg \) exist, the equivalence between the existence of the integral over \([c, d]\) and the existence of integral
over the open or half-open corresponding intervals can be easily derived from the relations
\[ \chi_{[c,d]} = \chi_c + \chi_{(c,d]} + \chi_d = \chi_{[c,d]} = \chi_{[c,d]} + \chi_{d}. \]
The equalities (6.9.4), (6.9.5) and (6.9.6) follow from (6.9.3) using Theorem 6.9.6. The detailed proof is left as an exercise for the reader. □

6.9.8 Remark. According to Theorem 6.9.7, given \( f : [a,b] \to \mathbb{R}, \ g \in C([a,b]) \) and \( a \leq c \leq d \leq b \), such that one of the integrals in (6.9.2) exists, then
\[ \int_{[c,d)} f \, dg = \int_{(c,d]} f \, dg = \int_c^d f \, dg = \int_{[c,d]} f \, dg. \]

We are now ready to evaluate integrals over elementary sets. To this end, we will make use of the notion of minimal decomposition of an elementary set (see Definition 2.8.9).

6.9.9 Theorem. Let \( f : [a,b] \to \mathbb{R}, \ g \in G([a,b]) \) and let \( E \) be an elementary subset of \([a,b]\) with the minimal decomposition \( \{ J_k : k = 1, \ldots, N \} \). If the integral \( \int_E f \, dg \) exists, then also the integrals \( \int_{J_k} f \, dg \) exist for all \( k \in \{1, \ldots, N\} \) and
\[ \int_E f \, dg = \sum_{k=1}^N \int_{J_k} f \, dg. \quad (6.9.7) \]

Proof. For \( k = 1, \ldots, N \), let \( c_k = \inf J_k \) and \( d_k = \sup J_k \). By the hypothesis, the integral
\[ \int_E f \, dg = \int_a^b (f \chi_E) \, dg \]
exists, and hence, by Theorem 6.1.10 so do all the integrals
\[ \int_{c_k}^{d_k} (f \chi_{J_k}) \, dg \quad \text{for} \ k \in \{1, \ldots, N\}. \]

Note that
\[ \int_{c_k}^{d_k} f (\chi_E - \chi_{J_k}) \, dg = 0, \quad \text{for} \ k \in \{1, \ldots, N\} \]
(due to the fact that \( f (\chi_E - \chi_{J_k}) \) vanishes on \([c_k, d_k]\)) and, similarly, the integrals
\[ \int_a^{c_k} (f \chi_{J_k}) \, dg \quad \text{and} \quad \int_{d_k}^b (f \chi_{J_k}) \, dg \]
are either zero or integrals over singleton sets (depending on whether \( c_k \) and/or \( d_k \) belong to \( J_k \)). Since all of these integrals exist, we conclude that
\[
\int_{J_k} f \, dg = \int_{a}^{b} (f \chi_{J_k}) \, dg
\]
exist for all \( k \in \{1, \ldots, N\} \). Having in mind that the intervals of the minimal decomposition are pairwise disjoint, (6.9.7) follows from Theorem 6.9.3. \( \square \)

Theorem 6.9.9 means that once the integral over an elementary set exists, so do the integrals over subintervals of the minimal decomposition. This implies immediately the following assertions.

6.9.10 Corollary. Let \( E \) be an elementary subset of \([a, b]\) and let \( f : [a, b] \to \mathbb{R} \) and \( g \in G([a, b]) \) be such that the integral \( \int_{E} f \, dg \) exists. Then the integral \( \int_{T} f \, dg \) exists for every elementary subset \( T \) of \( E \).

In particular, if the integral \( \int_{a}^{b} f \, dg \) exists, then \( \int_{T} f \, dg \) exists for every elementary subset \( T \) of \([a, b]\).

Proof. Let \( T \) be an elementary subset of \( E \) and let \( \{I_{\ell} : \ell = 1, \ldots, p\} \) be its minimal decomposition. Assume that \( \{J_k : k = 1, \ldots, N\} \) is the minimal decomposition of \( E \). Fixed an arbitrary \( \ell \in \{1, \ldots, p\} \), there exists \( k_\ell \in \{1, \ldots, N\} \) such that \( I_{\ell} \subset J_{k_\ell} \). By Theorem 6.9.9, we know that the integral \( \int_{a_{\ell}}^{b_{\ell}} (f \chi_{J_{k_\ell}}) \, dg \) exists; therefore \( \int_{a_{\ell}}^{b_{\ell}} (f \chi_{J_{k_\ell}}) \, dg \) also exists, where \( a_{\ell} = \inf I_{\ell} \) and \( b_{\ell} = \sup I_{\ell} \). Applying Theorem 6.9.7 we conclude that the integral \( \int_{I_{\ell}} (f \chi_{J_{k_\ell}}) \, dg \) exists, while \( \chi_{J_{k_\ell}} \chi_{I_{\ell}} = \chi_{I_{\ell}} \) implies that
\[
\int_{I_{\ell}} f \, dg = \int_{I_{\ell}} (f \chi_{J_{k_\ell}}) \, dg
\]
Since \( \ell \in \{1, \ldots, p\} \) is arbitrary and the intervals of the minimal decomposition are pairwise disjoint, using Theorem 6.9.3 the existence of the integral over \( T \) has been proved. \( \square \)

6.9.11 Corollary. Let \( E_1 \) and \( E_2 \) be elementary subsets of \([a, b]\) and let \( f : [a, b] \to \mathbb{R} \) and \( g \in G([a, b]) \) be such that both the integrals
\[
\int_{E_1} f \, dg \quad \text{and} \quad \int_{E_2} f \, dg
\]
exist.

Then the integral \( \int_{E_1 \cup E_2} f \, dg \) exists as well and
\[
\int_{E_1 \cup E_2} f \, dg = \int_{E_1} f \, dg + \int_{E_2} f \, dg - \int_{E_1 \cap E_2} f \, dg. \quad (6.9.8)
\]
Similarly, if the integral \( \int_{E_1 \cup E_2} f \, dg \) exists, then both the integrals
\[
\int_{E_1} f \, dg \quad \text{and} \quad \int_{E_2} f \, dg
\]
exist and the equality (6.9.8) holds.

The following estimates are, in a sense, the analogues of the estimates from Section 6.3.

**6.9.12 Theorem.** Let \( J \) be a subinterval of \([a, b]\) and let \( c = \inf J \) and \( d = \sup J \) be such that \( c < d \). Assume that \( f : [a, b] \to \mathbb{R} \) and \( g \in \text{BV}([a, b]) \) are such that the integral \( \int_J f \, dg \) exists. Then the following assertions are true:

(i) If \( J = [c, d] \), then
\[
\left| \int_J f \, dg \right| \leq \left( \sup_{t \in J} |f(t)| \right) \text{var}(g, J) + |f(c)||\Delta^- g(c)| + |f(d)||\Delta^+ g(d)|.
\]

(ii) If \( J = [c, d) \), then
\[
\left| \int_J f \, dg \right| \leq \left( \sup_{t \in J} |f(t)| \right) \text{var}(g, J) + |f(c)||\Delta^- g(c)|.
\]

(iii) If \( J = (c, d] \), then
\[
\left| \int_J f \, dg \right| \leq \left( \sup_{t \in J} |f(t)| \right) \text{var}(g, J) + |f(d)||\Delta^+ g(d)|.
\]

(iv) If \( J = (c, d) \), then
\[
\left| \int_J f \, dg \right| \leq \left( \sup_{t \in J} |f(t)| \right) \text{var}(g, J).
\]

**Proof.** (i) In the case \( J = [c, d] \), the inequality is an obvious consequence of (6.9.3) and Theorem 6.3.4.

(ii) By (6.9.5) and Theorem 6.5.3 we get
\[
\int_{[c,d]} f \, dg = f(c) \Delta^- g(c) + \int_{c}^{d} f \, dg - f(d) \Delta^- g(d)
\]
\[
= f(c) \Delta^- g(c) + \lim_{s \to d-} \int_{c}^{s} f \, dg.
\]
This together with Theorem 2.8.4 implies

\[
\left| \int_{[c,d)} f \, dg \right| \leq |f(c)| |\Delta^- g(c)| + \lim_{s \to d^-} \left( \sup_{t \in [c,s]} |f(t)| \text{var}^s g \right)
\]

\[
= |f(c)| |\Delta^- g(c)| + \left( \sup_{t \in [c,d)} |f(t)| \right) \text{var} (g, [c, d)).
\]

(iii) To obtain the corresponding estimate in the case when \( J = (c, d] \), we use (6.9.6) and follow the same arguments used in the proof of (ii).

(iv) For an arbitrary but fixed \( \tau \in (c, d) \), by (6.9.4) we have

\[
\int_{(c,d)} f \, dg = \int_{c}^{d} f \, dg - f(c) \Delta^+ g(c) - f(d) \Delta^- g(d)
\]

\[
= \int_{\tau}^{d} f \, dg - f(c) \Delta^+ g(c) + \int_{\tau}^{d} f \, dg - f(d) \Delta^- g(d).
\]

Thus, applying Theorem 6.5.3 we obtain

\[
\int_{(c,d)} f \, dg = \lim_{s \to c+} \int_{s}^{\tau} f \, dg + \lim_{s \to d-} \int_{\tau}^{s} f \, dg,
\]

and consequently

\[
\left| \int_{(c,d)} f \, dg \right| \leq \lim_{s \to c+} \left( \sup_{t \in [s, \tau]} |f(t)| \text{var}^\tau g \right) + \lim_{s \to d-} \left( \sup_{t \in [\tau, s]} |f(t)| \text{var}^s g \right)
\]

\[
= \left( \sup_{t \in (c,d)} |f(t)| \right) \left( \lim_{s \to c+} \text{var}^\tau g + \lim_{s \to d-} \text{var}^s g \right).
\]

The estimate in (iv) then follows from Theorem 2.8.4.

As a consequence of Definition 2.8.10, Theorem 6.9.12 and Theorem 6.9.9 we have the following result.

**6.9.13 Corollary.** Let \( E \) be an elementary subset of \([a, b]\) and let \( f : [a, b] \to \mathbb{R} \) and \( g \in \text{BV}([a, b]) \cap \text{C}([a, b]) \) be such that the integral \( \int_E f \, dg \) exists. Then

\[
\left| \int_{E} f \, dg \right| \leq \left( \sup_{t \in E} |f(t)| \right) \text{var} (g, E).
\]
6.10 Integrals of vector, matrix and complex functions

Let us recall that, by part (xiii) of Conventions and Notation, the norm of a matrix $A \in \mathcal{L}(\mathbb{R}^m, \mathbb{R}^n)$ is denoted by the symbol $|A|$ and defined by

$$|A| = \max_{j=1, \ldots, m} \sum_{i=1}^{n} |a_{i,j}|.$$  

Vectors from $\mathbb{R}^n$ are identified with $n \times 1$ matrices (i.e., they are treated as column vectors). In other words, we identify the spaces $\mathbb{R}^n$ and $\mathcal{L}(\mathbb{R}^n, \mathbb{R})$. Consequently, the norm of a vector $x \in \mathbb{R}^n$ is

$$|x| = \sum_{i=1}^{n} |x_i|.$$  

Clearly, we have $|Ax| \leq |A||x|$ for all $A \in \mathcal{L}(\mathbb{R}^m, \mathbb{R}^n)$, $x \in \mathbb{R}^n$. It is also known that

$$|A| = \sup \{|Ax| : x \in \mathbb{R}^n, |x| \leq 1\}.$$  

Let $F : [a, b] \to \mathcal{L}(\mathbb{R}^m, \mathbb{R}^p)$ and $G : [a, b] \to \mathcal{L}(\mathbb{R}^p, \mathbb{R}^n)$ be matrix-valued functions with components

$$f_{i,k}, \quad i \in \{1, \ldots, m\}, \quad k \in \{1, \ldots, p\},$$

and

$$g_{k,j}, \quad k \in \{1, \ldots, p\}, \quad j \in \{1, \ldots, n\},$$

respectively. Then, if all the integrals

$$\int_{a}^{b} f_{i,k} \, dg_{k,j} \quad i \in \{1, \ldots, m\}, \quad k \in \{1, \ldots, p\}, \quad j \in \{1, \ldots, n\}$$

exist, the symbols

$$\int_{a}^{b} F(t) \, dG(t) \quad \text{or} \quad \int_{a}^{b} F \, dG$$

stand for the $m \times n$ matrix $M \in \mathcal{L}(\mathbb{R}^m, \mathbb{R}^n)$ with elements

$$m_{i,j} = \sum_{k=1}^{p} \int_{a}^{b} f_{i,k} \, dg_{k,j}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n.$$
6.10.1 Exercise. Verify that if \( \int_a^b F(t) \, dG(t) \) exists and equals \( M \in \mathcal{L}(\mathbb{R}^m, \mathbb{R}^n) \), then for each \( \varepsilon > 0 \), there is a gauge \( \delta \) on \( [a, b] \) such that the inequality

\[
\left| \sum_{\ell=1}^{\nu(P)} F(\xi_{\ell}) (G(\alpha_{\ell}) - G(\alpha_{\ell-1})) - M \right| < \varepsilon
\]

holds for each \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \( [a, b] \).

Analogously, we can define the integrals \( \int_a^b dF \, G \) or \( \int_a^b dF \, G \, H \), where the values of \( F, G \) and \( H \) are matrices of appropriate dimensions.

The variation of a matrix-valued function \( F : [a, b] \to \mathcal{L}(\mathbb{R}^m, \mathbb{R}^n) \) is defined by the same formula as in the scalar case, i.e.,

\[
\text{var}_a^b F = \sup_{\alpha \in \mathcal{D}[a,b]} \sum_{j=1}^{\nu(\alpha)} |F(\alpha_j) - F(\alpha_{j-1})|.
\]

One can easily verify the inequalities

\[
\max_{i=1, \ldots, m} \left( \text{var}_a^b f_{i,j} \right) \leq \text{var}_a^b F \leq \sum_{i=1}^m \sum_{j=1}^n \text{var}_a^b f_{i,j}.
\]

This means that a matrix-valued function \( F : [a, b] \to \mathcal{L}(\mathbb{R}^m, \mathbb{R}^n) \) has bounded variation if and only if all its components have bounded variation. Similarly, \( F \) is continuous or regulated if and only if all its components have the same property.

The results obtained in this and in the preceding chapter are easily generalized for matrix or vector functions. One only needs to keep in mind that matrix multiplication is in general not commutative, i.e., it is not allowed to change the order of matrix-valued functions involved in various products. For example, the integration by parts formula (Theorem 6.4.2) has to be formulated as follows:

If \( F : [a, b] \to \mathcal{L}(\mathbb{R}^m, \mathbb{R}^p) \) is regulated and \( G : [a, b] \to \mathcal{L}(\mathbb{R}^p, \mathbb{R}^n) \) has bounded variation, then both the integrals

\[
\int_a^b F \, dG \quad \text{and} \quad \int_a^b dF \, G
\]

exist, and we have

\[
\int_a^b F \, dG + \int_a^b dF \, G = F(b) \, G(b) - F(a) \, G(a) + \sum_{x \in [a,b]} \left( \Delta^- F(x) \Delta^- G(x) - \Delta^+ F(x) \Delta^+ G(x) \right).
\]
Similarly, the substitution theorem (Theorem 6.6.1) for matrix functions reads as follows:

Let \( H : [a, b] \to \mathcal{L}(\mathbb{R}^m, \mathbb{R}^p) \) be bounded and let \( F : [a, b] \to \mathcal{L}(\mathbb{R}^p, \mathbb{R}^q) \) and \( G : [a, b] \to \mathcal{L}(\mathbb{R}^q, \mathbb{R}^n) \) be such that the integral \( \int_a^b F \, dG \) exists. If one of the integrals
\[
\int_a^b H(x) \, d\left[ \int_a^x F \, dG \right], \quad \int_a^b (H F) \, dG,
\]
exists, then the other exists as well, and we have
\[
\int_a^b H(x) \, d\left[ \int_a^x F \, dG \right] = \int_a^b (H F) \, dG.
\]

Finally, let us consider Kurzweil-Stieltjes integrals of complex-valued functions. Given a pair of functions \( f, g : [a, b] \to \mathbb{C} \) with real parts \( f_1, g_1 \) and imaginary parts \( f_2, g_2 \), we define
\[
\int_a^b f \, dg = \int_a^b (f_1 + i f_2) \, d(g_1 + i g_2)
\]
\[
= \int_a^b f_1 \, dg_1 - \int_a^b f_2 \, dg_2 + i \left( \int_a^b f_1 \, dg_2 + \int_a^b f_2 \, dg_1 \right)
\]
whenever all four integrals on the right-hand side exist.

Again, most results obtained in this chapter, such as the integration by parts formula or substitution theorem, are still valid for complex-valued functions. We leave the verification of this fact up to the reader; the proofs are straightforward and based on the decomposition of complex functions into the real and imaginary parts.

**6.10.2 Exercise.** Given a pair of functions \( f, g : [a, b] \to \mathbb{C} \), verify that if \( \int_a^b f \, dg \) exists and equals \( I \in \mathbb{C} \), then for each \( \varepsilon > 0 \), there is a gauge \( \delta \) on \( [a, b] \) such that the inequality
\[
\left| \sum_{j=1}^{\nu(P)} f(\xi_j) \, (g(\alpha_j) - g(\alpha_{j-1})) - I \right| < \varepsilon
\]
holds for each \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \([a, b]\). In this context, the symbol \( |z| \) denotes the absolute value of a complex number \( z \).

**6.10.3 Exercise.** Let \( f, g : [a, b] \to \mathbb{C} \) be such that the integral \( \int_a^b f \, dg \) exists. Show that
\[
\int_a^b f \, dg = \int_a^b \bar{f} \, d\bar{g},
\]
where the symbol \( \bar{z} \) denotes the complex conjugate of a complex number \( z \).
6.11 Relation between Lebesgue-Stieltjes and Kurzweil-Stieltjes integrals

The goal of this section is to clarify the relationship between Kurzweil-Stieltjes integrals and Lebesgue-Stieltjes integrals. We assume some basic familiarity with measure theory and Lebesgue integration. Since the rest of the book makes no use of the results from this section, readers who are not interested in Lebesgue-Stieltjes integrals can skip this part.

First, let us recall some facts about Lebesgue-Stieltjes measures. More details can be found e.g. in Section 22 of [153].

Throughout this section, we always assume that \( g : \mathbb{R} \to \mathbb{R} \) is nondecreasing. Then the outer Lebesgue-Stieltjes measure of an arbitrary set \( E \subset \mathbb{R} \) is given by

\[
\mu_g^*(E) := \inf \left\{ \sum_{n=1}^{\infty} (g(b_n^+) - g(a_n^+)) : E \subset \bigcup_{n=1}^{\infty} (a_n, b_n] \right\}.
\]

The outer measure is either a nonnegative real number, or \( \infty \). The function \( \mu_g^* \) is defined on the collection of all subsets of \( \mathbb{R} \), but it need not be \( \sigma \)-additive. By restricting \( \mu_g^* \) to a certain \( \sigma \)-algebra of sets that are called \( \mu_g \)-measurable, we get the Lebesgue-Stieltjes measure \( \mu_g \), which is \( \sigma \)-additive. This measure has the following properties:

- Each Borel set (in particular, each open or closed set) is \( \mu_g \)-measurable.
- The measures of various types of intervals are calculated as follows:

\[
\begin{align*}
\mu_g([a, b]) &= g(b^+) - g(a^-), \\
\mu_g((a, b]) &= g(b^+) - g(a^+), \\
\mu_g([a, b)) &= g(b^-) - g(a^-), \\
\mu_g((a, b)) &= g(b^-) - g(a^+).
\end{align*}
\]

In particular, the measure of a singleton \( \{a\} \) is \( \mu_g(\{a\}) = g(a^+) - g(a^-) \).

- If \( E \subset \mathbb{R} \) is \( \mu_g \)-measurable and \( \varepsilon > 0 \), there exists an open set \( G \) such that \( E \subset G \) and \( \mu_g(G \setminus E) < \varepsilon \).
- If \( E \subset \mathbb{R} \) satisfies \( \mu_g^*(E) = 0 \), then \( E \) is \( \mu_g \)-measurable and \( \mu_g(E) = 0 \).

In Lebesgue’s integration theory, it is common to deal with functions whose values can be not only real numbers, but also \( \pm \infty \). For this reason, we set \( \mathbb{R}^* = \mathbb{R} \cup \{\pm \infty\} \).
A function \( f : \mathbb{R} \to \mathbb{R}^* \) is called \( \mu_g \)-measurable if the set \( \{ x \in \mathbb{R} : f(x) > r \} \) is \( \mu_g \)-measurable for each \( r \in \mathbb{R} \). A function \( s : \mathbb{R} \to \mathbb{R} \) is called simple if it can be expressed in the form

\[
s = \sum_{j=1}^{n} c_j \chi_{A_j},
\]

where \( c_1, \ldots, c_n \) are distinct real numbers, and \( A_1, \ldots, A_n \) are disjoint subsets of \( \mathbb{R} \). Obviously, \( s \) is \( \mu_g \)-measurable if and only if the sets \( A_1, \ldots, A_n \) are \( \mu_g \)-measurable. If \( s \) is \( \mu_g \)-measurable and nonnegative (i.e., if \( c_1, \ldots, c_n \geq 0 \)), we define its Lebesgue-Stieltjes integral by the formula

\[
\int_{\mathbb{R}} s \, d\mu_g = \sum_{j=1}^{n} c_j \mu_g(A_j).
\]

If \( c_j = 0 \) and \( \mu_g(A_j) = \infty \) for a certain \( j \in \{1, \ldots, n\} \), we use the convention that \( 0 \cdot \infty = 0 \). The value of the integral is either a nonnegative real number, or \( \infty \).

For each nonnegative \( \mu_g \)-measurable function \( f : \mathbb{R} \to \mathbb{R}^* \), there exists a non-decreasing sequence of simple nonnegative functions which is convergent to \( f \). We define

\[
\int_{\mathbb{R}} f \, d\mu_g = \sup \left\{ \int_{\mathbb{R}} s \, d\mu_g : s \text{ is a simple } \mu_g \text{-measurable function with } 0 \leq s \leq f \right\}.
\]

Finally, for an arbitrary \( \mu_g \)-measurable function \( f : \mathbb{R} \to \mathbb{R}^* \), we define

\[
\int_{\mathbb{R}} f \, d\mu_g = \int_{\mathbb{R}} f^+ \, d\mu_g - \int_{\mathbb{R}} f^- \, d\mu_g
\]

whenever the difference on the right-hand side makes sense (i.e., it is not of the form \( \infty - \infty \)).

If \( E \subset \mathbb{R} \) is a \( \mu_g \)-measurable set, we let

\[
\int_{E} f \, d\mu_g = \int_{\mathbb{R}} f \chi_E \, d\mu_g
\]

whenever the last integral exists. Since the values of \( f \) outside \( E \) are unimportant, we can assume that \( f \) is defined only on \( E \) (and extend it to \( \mathbb{R} \) in an arbitrary way).

If \( g(x) = x \) for all \( x \in \mathbb{R} \), then \( \mu_g \) is simply the Lebesgue measure, and the Lebesgue-Stieltjes integral reduces to the ordinary Lebesgue integral.

Note that if \( \int_{\mathbb{R}} f \, d\mu_g \) exists and is finite, then \( \int_{\mathbb{R}} |f| \, d\mu_g \) also exists and is finite, because \( |f| \) is \( \mu_g \)-measurable, \( |f| = f^+ + f^- \), and the integrals of \( f^+ \) and
$f^-$ are finite. For this reason, we say that the Lebesgue-Stieltjes integral is absolutely convergent.

Our goal is to prove that Lebesgue-Stieltjes integrability implies Kurzweil-Stieltjes integrability. This fact will be a fairly straightforward consequence of the next lemma.

6.11.1 Lemma. If $E \subset [a, b]$ is a $\mu_g$-measurable set, then the Kurzweil-Stieltjes integral $\int_a^b \chi_E \, dg$ exists, and we have

$$\int_a^b \chi_E \, dg = \int_{(a,b)} \chi_E \, d\mu_g + \chi_E(a) \Delta^+ g(a) + \chi_E(b) \Delta^- g(b).$$

Proof. Let $\tilde{E} = E \cap (a, b)$ and observe that

$$\int_{(a,b)} \chi_E \, d\mu_g = \int_{\tilde{E}} \chi \, d\mu_g = \mu_g(\tilde{E}).$$

Since $E \cap \{a\}$ and $E \cap \{b\}$ are either empty or singleton sets, we have

$$\int_a^b \chi_{E \cap \{a\}} \, dg = \chi_E(a) \Delta^+ g(a), \quad \int_a^b \chi_{E \cap \{b\}} \, dg = \chi_E(b) \Delta^+ g(b).$$

Thus, it suffices to show that

$$\int_a^b \chi_{\tilde{E}} \, dg = \mu_g(\tilde{E}). \quad (6.11.1)$$

Let $H = (a, b) \setminus \tilde{E}$. Consider an arbitrary $\varepsilon > 0$. It is well known (cf. e.g. Lemma 22.10 in [153]) that there exist open sets $G_1, G_2 \subset \mathbb{R}$ such that

$$\tilde{E} \subset G_1, \quad \mu_g(G_1) < \mu_g(\tilde{E}) + \varepsilon, \quad H \subset G_2, \quad \mu_g(G_2) < \mu_g(H) + \frac{\varepsilon}{2}.$$ 

Let $\delta$ be a gauge on $[a, b]$ with the following properties:

- $\delta(x) < \text{dist}(x, \mathbb{R} \setminus G_1)$ for every $x \in \tilde{E}$, and $\delta(x) < \text{dist}(x, \mathbb{R} \setminus G_2)$ for every $x \in H$.

- $\delta(x) < x - a$ for each $x \in (a, b]$, and $\delta(x) < b - x$ for each $x \in [a, b)$.

- If $x \in (a, a + \delta(a))$, then $g(x) - g(a+) < \varepsilon/4$; if $x \in (b - \delta(b), b)$, then $g(b-) - g(x) < \varepsilon/4$. 


Let $P = (\alpha, \xi)$ be a $\delta$-fine partition of $[a, b]$. The first property from the definition of $\delta$ ensures that if $\xi_i \in \tilde{E}$, then $[\alpha_{i-1}, \alpha_i] \subset G_1$, and if $\xi_i \in H$, then $[\alpha_{i-1}, \alpha_i] \subset G_2$. The second property guarantees that $\xi_1 = a$ and $\xi_{\nu(P)} = b$. We can write

$$
\bigcup_{\xi_i \in \tilde{E}} [\alpha_{j-1}, \alpha_j] = \bigcup_{j \in J} [\beta_{j-1}, \beta_j],
$$

where the right-hand side is a finite union of disjoint intervals contained in $G_1$ (note that the intervals on the left-hand side are nonoverlapping, but in general not disjoint). Consequently, we get

$$S(\chi_{\tilde{E}}, P) = \sum_{\xi_i \in \tilde{E}} (g(\alpha_i) - g(\alpha_{i-1})) = \sum_{j \in J} (g(\beta_j) - g(\beta_{j-1}))
\leq \sum_{j \in J} (g(\beta_j^+) - g(\beta_{j-1}^-)) = \sum_{j \in J} \mu_g([\beta_{j-1}, \beta_j])
\leq \mu_g(G_1) < \mu_g(E) + \varepsilon.
$$

To obtain a lower bound for $S(\chi_{\tilde{E}}, P)$, we write

$$\bigcup_{\xi_i \in H} [\alpha_{i-1}, \alpha_i] = \bigcup_{k \in K} [\gamma_{k-1}, \gamma_k],$$

where the right-hand side is a finite union of disjoint intervals contained in $G_2$. Recalling that $\xi_1 = a \notin \tilde{E}$ and $\xi_{\nu(P)} = b \tilde{E}$, we get

$$S(\chi_{\tilde{E}}, P) = g(b) - g(a) - \sum_{\xi_i \in [a, b] \setminus \tilde{E}} (g(\alpha_i) - g(\alpha_{i-1}))
= g(b) - g(a)
- \left( g(\alpha_1) - g(\alpha_0) + \sum_{\xi_i \in H} (g(\alpha_i) - g(\alpha_{i-1})) + g(\alpha_{\nu(P)}) - g(\alpha_{\nu(P)-1}) \right)
= g(\alpha_{\nu(P)-1}) - g(\alpha_1) - \sum_{\xi_i \in H} (g(\alpha_i) - g(\alpha_{i-1}))
= g(\alpha_{\nu(P)-1}) - g(\alpha_1) - \sum_{k \in K} (g(\gamma_k) - g(\gamma_{k-1}))
\geq g(b-) - \frac{\varepsilon}{4} - g(a+) - \frac{\varepsilon}{4} - \sum_{k \in K} (g(\gamma_k^+) - g(\gamma_{k-1}^-))
\geq g(b-) - g(a+) - \frac{\varepsilon}{2} - \sum_{k \in K} \mu_g([\gamma_{k-1}, \gamma_k])
\geq \mu_g((a, b)) - \frac{\varepsilon}{2} - \mu_g(G_2) \geq \mu_g((a, b)) - \mu_g(H) - \varepsilon = \mu_g(\tilde{E}) - \varepsilon.
We have proved that
\[ |S(\chi_{\tilde{E}}, P) - \mu_g(\tilde{E})| < \varepsilon \]
for each \( \delta \)-fine partition \( P = (\alpha, \xi) \), which implies that the identity (6.11.1) holds and the proof is complete.

Using the definition of a simple function and its Lebesgue-Stieltjes integral, we get the next result.

6.11.2 Corollary. If \( s : [a, b] \rightarrow \mathbb{R} \) is a \( \mu_g \)-measurable simple function, then the Kurzweil-Stieltjes integral \( \int_a^b s \, dg \) exists, and we have
\[
\int_a^b s \, dg = \int_{(a,b)} s \, d\mu_g + s(a) \Delta^+ g(a) + s(b) \Delta^- g(b). \tag{6.11.2}
\]

6.11.3 Theorem. If \( f : [a, b] \rightarrow \mathbb{R} \) and the Lebesgue-Stieltjes integral \( \int_{(a,b)} f \, d\mu_g \) has a finite value, then the Kurzweil-Stieltjes integral \( \int_a^b f \, dg \) exists, as well, and
\[
\int_a^b f \, dg = \int_{(a,b)} f \, d\mu_g + f(a) \Delta^+ g(a) + f(b) \Delta^- g(b). \tag{6.11.3}
\]

If \( g(a+) = g(a) \) and \( g(b+) = g(b) \), then
\[
\int_a^b f \, dg = \int_{(a,b)} f \, d\mu_g. \tag{6.11.4}
\]

If \( g(a-) = g(a) \) and \( g(b-) = g(b) \), then
\[
\int_a^b f \, dg = \int_{[a,b)} f \, d\mu_g. \tag{6.11.5}
\]

Proof. If the Lebesgue-Stieltjes integral exists, then \( f \) (which is considered to be zero outside \([a, b]\)) is necessarily \( \mu_g \)-measurable. Each of the functions \( f^+, f^- \) is nonnegative and \( \mu_g \)-measurable, and therefore it is the limit of a nondecreasing sequence of nonnegative \( \mu_g \)-measurable simple functions. The Kurzweil-Stieltjes and Lebesgue-Stieltjes integrals of these simple functions exist and satisfy the relation (6.11.2). Using the monotone convergence theorems for the Kurzweil-Stieltjes and Lebesgue-Stieltjes integrals, we get
\[
\int_a^b f^+ \, dg = \int_{(a,b)} f^+ \, d\mu_g + f^+(a) \Delta^+ g(a) + f^+(b) \Delta^- g(b),
\]
\[
\int_a^b f^- \, dg = \int_{(a,b)} f^- \, d\mu_g + f^-(a) \Delta^+ g(a) + f^-(b) \Delta^- g(b),
\]
which immediately implies (6.11.3).

If \( g(a+) = g(a) \) and \( g(b+) = g(b) \), observe that \( \Delta^+ g(a) = 0 \) and

\[
 f(b) \Delta^- g(b) = f(b) (g(b+) - g(b-)) = f(b) \mu_g(\{b\}) = \int_{\{b\}} f \, d\mu_g.
\]

Similarly, if \( g(a-) = g(a) \) and \( g(b-) = g(b) \), then \( \Delta^- g(b) = 0 \) and

\[
 f(a) \Delta^+ g(a) = f(a) (g(a+) - g(a-)) = f(a) \mu_g(\{a\}) = \int_{\{a\}} f \, d\mu_g.
\]

These facts together with (6.11.3) imply (6.11.4) and (6.11.5), respectively. \( \square \)

**6.11.4 Exercise.** In Section 6.9 we have introduced Kurzweil-Stieltjes integrals of the form \( \int_E f \, dg \), where \( f, g : [a,b] \to \mathbb{R} \) and \( E \) is an elementary subset of \([a,b]\). Suppose that we extend \( g \) to \( \mathbb{R} \) in such a way that \( g(a-) = g(a) \) and \( g(b+) = g(b) \). Show that if \( I \subset [a,b] \) is an interval of an arbitrary type and the Lebesgue-Stieltjes integral \( \int_I f \, d\mu_g \) exists, then the Kurzweil-Stieltjes integral \( \int_I f \, dg \) exists as well and has the same value. Conclude that the same statement holds if \( I \) is replaced by an elementary set \( E \subset [a,b] \). Let \( f : [a,b] \to \mathbb{R}, \ g : \mathbb{R} \to \mathbb{R} \) and a subinterval \( I \) of \([a,b]\) be given and let \( g(a-) = g(a) \) and \( g(b+) = g(b) \). Assume that the Lebesgue-Stieltjes integral \( \int_I f \, dg \) exists. Then the Kurzweil-Stieltjes integral \( \int_I f \, dg \) exists as well, and both integrals have the same value.

Our next goal is to prove a partial converse to Theorem 6.11.3 and show that for nonnegative functions \( f \), Kurzweil-Stieltjes integrability implies Lebesgue-Stieltjes integrability. We begin by establishing two auxiliary results.

**6.11.5 Lemma.** Let \( f : [a,b] \to \mathbb{R} \) be a nonnegative function such that the Kurzweil-Stieltjes integral \( \int_a^b f \, dg \) exists, and \( E = \{ x \in [a,b] : f(x) \geq 1 \} \). Then for each \( \varepsilon > 0 \), there exists a \( \mu_g \)-measurable set \( G \subset [a,b] \) containing \( E \) and such that

\[
\int_a^b \chi_G \, dg \leq \varepsilon + \int_a^b f \, dg.
\]

**Proof.** We have \( f = f\chi_{(a)} + f\chi_{(a,b)} \) and \( E = E_1 \cup E_2 \), where \( E_1 = E \cap \{a\} \) and \( E_2 = E \cap (a,b] \). Note that both \( \int_a^b f\chi_{(a)} \, dg \) and \( \int_a^b f\chi_{(a,b)} \, dg \) exist. We will construct measurable sets \( G_1, G_2 \subset [a,b] \) such that \( E_1 \subset G_1, \ E_2 \subset G_2 \),

\[
\int_a^b \chi_{G_1} \, dg \leq \frac{\varepsilon}{2} + \int_a^b f\chi_{(a)} \, dg,
\]

\[
\int_a^b \chi_{G_2} \, dg \leq \frac{\varepsilon}{2} + \int_a^b f\chi_{(a,b]} \, dg.
\]

Then \( G = G_1 \cup G_2 \) contains \( E \), and

\[
\int_a^b \chi_G \, dg \leq \int_a^b (\chi_{G_1} + \chi_{G_2}) \, dg \leq \varepsilon + \int_a^b f \, dg.
\]
If \( f(a) < 1 \), it suffices to take \( G_1 = \emptyset \). Otherwise, if \( f(a) \geq 1 \), find a \( c \in (a, b] \) such that \( g(c) - g(a) \leq \varepsilon/2 \), and let \( G_1 = [a, c) \). Then \( E_1 \subset \{ a \} \subset G_1 \) and

\[
\int_a^b \chi_{G_1} \, dg = g(c) - g(a) = g(c) - g(a) + g(a) - g(a) \\
\leq g(c) - g(a) + \frac{f(a) \Delta^+ g(a)}{f(a)} \\
= g(c) - g(a) + \frac{1}{f(a)} \int_a^b f\chi_{\{a\}} \, dg \\
\leq \frac{\varepsilon}{2} + \int_a^b f\chi_{\{a\}} \, dg.
\]

Note that \( g \) is right-continuous in \([a, b)\) with at most countably many exceptions. Hence, there exists a sequence of divisions \( \{\alpha^n\} \) of \([a, b)\) such that for each \( n \in \mathbb{N} \), \( \alpha^{n+1} \) is a refinement of \( \alpha^n \), \( |\alpha^n| \leq (b - a)/2^n \), and \( g \) is right-continuous at the division points \( \alpha^n_1, \ldots, \alpha^n_\nu(\alpha)-1 \).

Let \( \delta \) be a gauge on \([a, b]\) such that

\[
|S(f\chi_{[a,b]}, \, dg, P) - \int_a^b f\chi_{[a,b]} \, dg| < \varepsilon/2
\]

for each \( \delta \)-fine partition \( P \) of \([a, b]\). We now construct a collection \( \mathcal{I} \) of interval-point pairs of the form \( ((u, v], \tau) \). In the beginning, let \( \mathcal{I} = \emptyset \). For each \( n \in \mathbb{N} \), perform the following step: Find all intervals \([\alpha^n_{j-1}, \alpha^n_j]\) which are not contained in any interval in \( \mathcal{I} \) and such that there exists a point \( \tau \in [\alpha^n_{j-1}, \alpha^n_j] \cap E_2 \) satisfying \([\alpha^n_{j-1}, \alpha^n_j] \subset (\tau - \delta(\tau), \tau + \delta(\tau)) \); then add \( ([\alpha^n_{j-1}, \alpha^n_j], \tau) \) to \( \mathcal{I} \). If there are several possible choices of \( \tau \) for a given \([\alpha^n_{j-1}, \alpha^n_j]\), take only one of these interval-point pairs.

This procedure leads to a collection \( \mathcal{I} = \{(u_k, v_k, \tau_k): k \in K\} \), where \( K \subset N \) is either finite or countable. All intervals in \( \mathcal{I} \) are pairwise disjoint, and all points \( \tau_k \) satisfy \( f(\tau_k) \geq 1 \) (because \( \tau_k \in E_2 \)). Moreover, we have

\[
E_2 \subset \bigcup_{k \in K} (u_k, v_k).
\]

Indeed, if \( x \in E_2 \), take \( n \in \mathbb{N} \) such that \((b - a)/2^n < \delta(x)\). Since \( x \) belongs to \([\alpha^n_{j-1}, \alpha^n_j]\) for a certain \( j \in \{1, \ldots, \nu(\alpha^n)\} \), and (recall that \( |\alpha^n| \leq (b - a)/2^n \))

\[
x - \frac{b - a}{2^n} \leq \alpha^n_j - \frac{b - a}{2^n} \leq \alpha^n_j - \frac{b - a}{2^n} \leq \alpha^{n-1}_j \leq \alpha^n_j \leq \alpha^{n-1}_j + \frac{b - a}{2^n} \leq x + \frac{b - a}{2^n},
\]

we see that that \([\alpha^n_{j-1}, \alpha^n_j] \subset (x - \delta(x), x + \delta(x)) \). Thus, either \([\alpha^n_{j-1}, \alpha^n_j] \) was added to \( \mathcal{I} \) in the \( n \)-th stage of its construction, or it is contained in an interval added earlier. In any case, \( x \in \bigcup_{k \in K} (u_k, v_k) \).
If \( L \) is an arbitrary finite subset of \( K \), then the collection \( \{([u_k, v_k], \tau_k) : k \in L \} \) can be extended to a \( \delta \)-fine tagged partition \( P \) of \([a, b] \), and therefore
\[
\sum_{k \in L} (g(v_k) - g(u_k)) \leq \sum_{k \in L} f(\tau_k) (g(v_k) - g(u_k))
\]
\[
\leq S(f \chi_{(a,b)}, dg, P) \leq \frac{\varepsilon}{2} + \int_a^b f \chi_{(a,b)} \, dg.
\]
It follows that
\[
\sum_{k \in K} (g(v_k) - g(u_k)) \leq \frac{\varepsilon}{2} + \int_a^b f \chi_{(a,b)} \, dg.
\]

Let \( G_2 = \bigcup_{k \in K} (u_k, v_k) \). Since \( G_2 \) is \( \mu_g \)-measurable, the integral \( \int_a^b \chi_{G_2} \, dg \) exists by Lemma 6.11.1, and we have
\[
\int_a^b \chi_{G_2} \, dg \leq \sum_{k \in K} \int_a^b \chi_{(u_k, v_k)} \, dg.
\]
If \( v_k = b \), then \( \int_a^b \chi_{(u_k, v_k)} \, dg = g(v_k) - g(u_k+) \). If \( v_k < b \), then \( g \) is right-continuous at \( v_k \), and
\[
\int_a^b \chi_{(u_k, v_k)} \, dg = g(v_k+) - g(u_k+) = g(v_k) - g(u_k+).
\]
Thus, we get
\[
\int_a^b \chi_{G_2} \, dg \leq \sum_{k \in K} (g(v_k) - g(u_k+)) \leq \sum_{k \in K} (g(v_k) - g(u_k)) \leq \frac{\varepsilon}{2} + \int_a^b f \chi_{(a,b)} \, dg,
\]
which completes the proof.

\begin{lemma}
Let \( f : [a, b] \to \mathbb{R} \) be a nonnegative function such that the Kurzweil-Stieltjes integral \( \int_a^b f \, dg \) exists. Then for each \( \varepsilon > 0 \), there exists a nonnegative \( \mu_g \)-measurable function \( \varphi : [a, b] \to \mathbb{R} \) satisfying \( f(x) \leq \varphi(x) + \varepsilon \) for all \( x \in [a, b] \), and \( \int_a^b \varphi \, dg \leq \varepsilon + \int_a^b f \, dg \).
\end{lemma}

\begin{proof}
Let \( \varepsilon > 0 \) be given. Suppose first that \( f(a) = f(b) = 0 \). For each \( n \in \mathbb{N} \cup \{0\} \), let
\[
f_n(x) = \begin{cases} 
0 & \text{if } f(x) \leq n \varepsilon, \\
 f(x) - n \varepsilon & \text{if } f(x) \in [n \varepsilon, (n+1) \varepsilon], \\
 \varepsilon & \text{if } f(x) \geq (n+1) \varepsilon,
\end{cases}
\]
...
and observe that
\[ f(x) = \sum_{n=0}^{\infty} f_n(x) \quad \text{for} \ x \in [a, b]. \tag{6.11.6} \]

We claim that \( \int_a^b f_n \, dg \) exists for each \( n \in \mathbb{N} \cup \{0\} \). To see this, note that
\[ f_n(x) = \min \{ \max \{ f(x) - n \varepsilon, 0 \}, \varepsilon \} \quad \text{for} \ x \in [a, b]. \]

Since \( |f(x) - n \varepsilon| \leq f(x) + n \varepsilon \) and both \( \int_a^b (f - n \varepsilon) \, dg \) and \( \int_a^b (f + n \varepsilon) \, dg \) exist, Theorem 6.7.4 implies that \( \int_a^b |f - n \varepsilon| \, dg \) exists as well. According to Theorem 6.7.5 this means that \( \int_a^b \max \{ f - n \varepsilon, 0 \} \, dg \) exists and consequently
\[ \int_a^b \min \{ \max \{ f - n \varepsilon, 0 \}, \varepsilon \} \, dg \]
exists, too; this proves the claim.

Using (6.11.6) and Levi’s theorem (Theorem 6.8.10 and Remark 6.8.11), we get
\[ \int_a^b f \, dg = \sum_{n=0}^{\infty} \int_a^b f_n \, dg. \tag{6.11.7} \]

For each \( n \in \mathbb{N} \cup \{0\} \), Lemma 6.11.5 implies the existence of a \( \mu_g \)-measurable set \( G_n \subset [a, b] \) such that
\[ \{ x \in [a, b] : f_n(x) = \varepsilon \} = \{ x \in [a, b] : \frac{1}{\varepsilon} f_n(x) \geq 1 \} \subset G_n, \]
and
\[ \int_a^b \chi_{G_n} \, dg \leq \frac{1}{2n+1} + \frac{1}{\varepsilon} \int_a^b f_n \, dg. \tag{6.11.8} \]

Since \( f(a) = f(b) = 0 \), we can assume that all the sets \( G_n \) are contained in the open interval \( (a, b) \). Denote
\[ \psi(x) = \varepsilon \sum_{n=0}^{\infty} \chi_{G_n}(x) \quad \text{for} \ x \in [a, b]. \]

Since the last sum need not be convergent, the function \( \psi \) takes values in \([0, \infty]\). Using Levi’s theorem for the Lebesgue-Stieltjes integral, Theorem 6.11.3 and (6.11.8), we get
\[ \int_{[a,b]} \psi \, d\mu_g = \varepsilon \sum_{n=0}^{\infty} \int_{[a,b]} \chi_{G_n} \, d\mu_g = \varepsilon \sum_{n=0}^{\infty} \int_a^b \chi_{G_n} \, dg \leq \varepsilon + \int_a^b f \, dg. \]
The finiteness of the integral implies that \( \psi \) must be finite \( \mu_g \)-almost everywhere in \([a, b]\), i.e., if \( N = \{x \in [a, b] : \psi(x) = \infty\} \), then \( \mu_g(N) = 0 \). It follows that the function \( \chi_Nf \) is \( \mu_g \)-measurable. Consequently, the function \( \varphi : [a, b] \to \mathbb{R} \) given by

\[
\varphi = \chi_{[a, b]\setminus N} \psi + \chi_Nf = \varepsilon \sum_{n=0}^{\infty} \chi_{G_n\setminus N} + \chi_Nf
\]

is \( \mu_g \)-measurable, nonnegative, and everywhere finite. Let

\[ H_n = \{x \in [a, b] : n\varepsilon < f(x) < (n+1)\varepsilon\} = \{x \in [a, b] : 0 < f_n(x) < \varepsilon\} \text{ for } n \in \mathbb{N} \cup \{0\}. \]

Note that all the sets \( H_n \) are pairwise disjoint, and

\[ f_n(x) \leq \varepsilon (\chi_{G_n(x)} + \chi_{H_n(x)}) \quad \text{for } x \in [a, b]. \]

Thus, if \( x \in [a, b] \setminus N \), we obtain

\[
f(x) = \sum_{n=0}^{\infty} f_n(x) \leq \varepsilon \sum_{n=0}^{\infty} \chi_{G_n(x)} + \varepsilon \sum_{n=0}^{\infty} \chi_{H_n(x)} \leq \varphi(x) + \varepsilon.
\]

On the other hand, if \( x \in N \), then \( f(x) = \varphi(x) \).

Since \( \mu_g(N) = 0 \), we have \( \int_{[a,b]} \chi_Nf \, d\mu_g = 0 \), and thus (by Theorem (6.11.3))

\[
\int_{[a,b]} \chi_Nf \, dg = 0.
\]

Levi’s theorem for the Kurzweil-Stieltjes integral and (6.11.8) imply

\[
\int_{[a,b]} \varphi \, dg = \varepsilon \sum_{n=0}^{\infty} \int_{[a,b]} \chi_{G_n\setminus N} \, dg + \int_{[a,b]} \chi_Nf \, dg \leq \varepsilon \sum_{n=0}^{\infty} \int_{[a,b]} \chi_{G_n} \, dg \leq \varepsilon + \int_{[a,b]} f \, dg.
\]

Therefore, we have shown that \( \varphi \) has all the required properties.

In a general case when \( f(a) \) and \( f(b) \) are arbitrary, consider the function \( f\chi_{(a,b)} \). By the previous part of the proof, there is a \( \mu_g \)-measurable function \( \tilde{\varphi} \) such that

\[
f\chi_{(a,b)} \leq \tilde{\varphi} + \varepsilon \quad \text{and} \quad \int_{[a,b]} \tilde{\varphi} \, dg \leq \varepsilon + \int_{[a,b]} f \chi_{(a,b)} \, dg.
\]

Taking \( \varphi = \tilde{\varphi} + f\chi_{(a,b)} \), we see that

\[
f = f\chi_{(a,b)} + f\chi_{(a,b)} \leq \tilde{\varphi} + \varepsilon + f\chi_{(a,b)} = \varphi + \varepsilon,
\]

and \( \int_{[a,b]} \varphi \, dg \leq \varepsilon + \int_{[a,b]} f \, dg. \) \qed
6.11.7 Theorem. Let \( g : [a, b] \to \mathbb{R} \) be given and let \( f : [a, b] \to \mathbb{R} \) be a nonnegative function such that the Kurzweil-Stieltjes integral \( \int_a^b f \, dg \) exists. Then the Lebesgue-Stieltjes integral \( \int_{(a,b)} f \, d\mu_g \) also exists and is finite.

Proof. First, assume that \( \int_a^b f \, dg = 0 \). Define
\[
E_k = \{ x \in (a, b) : f(x) \geq 1/k \} \quad \text{for } k \in \mathbb{N}.
\]
For each \( \varepsilon > 0 \), Lemma 6.11.5 implies the existence of a \( \mu_g \)-measurable subset \( G \) of \( [a, b] \) containing the set \( \{ x \in [a, b] : k f(x) \geq 1 \} \) and satisfying \( \int_a^b \chi_G \, dg \leq \varepsilon \). Observing that \( E_k \subset G \cap (a, b) \) and using Lemma 6.11.1, we get
\[
\mu^*_g(E_k) \leq \mu_g(G \cap (a, b)) = \int_{(a,b)} \chi_{G \cap (a,b)} \, d\mu_g
= \int_a^b \chi_{G \cap (a,b)} \, dg \leq \int_a^b \chi_G \, dg \leq \varepsilon.
\]
Since \( \varepsilon > 0 \) was arbitrary, we have \( \mu^*_g(E_k) = 0 \). Hence, \( E_k \) is \( \mu_g \)-measurable and \( \mu_g(E_k) = 0 \). It follows that
\[
0 = \mu_g \left( \bigcup_{k=1}^{\infty} E_k \right) = \mu_g(\{ x \in (a, b) : f(x) > 0 \}).
\]
Consequently, \( f\chi_{(a,b)} \) is \( \mu_g \)-measurable and \( \int_{(a,b)} f \, d\mu_g = 0 \).

Next, assume that \( \int_a^b f \, dg > 0 \). Using Lemma 6.11.6 with \( \varepsilon = 1/k, \ k \in \mathbb{N} \), we get a sequence of nonnegative \( \mu_g \)-measurable functions \( \{ \varphi_k \} \) satisfying \( f \leq \varphi_k + 1/k \) and
\[
\int_a^b \varphi_k \, dg \leq \frac{1}{k} + \int_a^b f \, dg, \quad k \in \mathbb{N}.
\]
Hence, \( h = \liminf_{k \to \infty} \varphi_k \) is \( \mu_g \)-measurable, \( f \leq h \), and Fatou’s lemma implies
\[
\int_a^b h \, dg \leq \liminf_{k \to \infty} \int_a^b \varphi_k \, dg \leq \liminf_{k \to \infty} \left( \frac{1}{k} + \int_a^b f \, dg \right) = \int_a^b f \, dg \leq \int_a^b h \, dg,
\]
i.e., \( \int_a^b (h - f) \, dg = 0 \).

By the first part of the proof, the Lebesgue-Stieltjes integral \( \int_{(a,b)} (h - f) \, d\mu_g \) exists and equals zero. For each \( k \in \mathbb{N} \), Theorem 6.11.3 implies
\[
\int_{(a,b)} \varphi_k \, d\mu_g \leq \int_a^b \varphi_k \, dg.
\]
Using Fatou’s lemma for the Lebesgue-Stieltjes integral, we get
\[ \int_{(a,b)} h \, d\mu_g \leq \liminf_{k \to \infty} \left( \int_{(a,b)} \varphi_k \, d\mu_g \right) \leq \liminf_{k \to \infty} \left( \int_{a}^{b} \varphi_k \, dg \right) = \int_{a}^{b} h \, dg, \]
which shows that \( \int_{(a,b)} h \, d\mu_g \) is finite. Consequently,
\[ \int_{(a,b)} f \, d\mu_g = \int_{(a,b)} h \, d\mu_g - \int_{(a,b)} (h - f) \, d\mu_g \]
exists and is finite.

Theorems \([6.11.3]\) and \([6.11.7]\) show that for nonnegative functions \( f \), the Kurzweil-Stieltjes integral \( \int_{a}^{b} f \, dg \) exists if and only if the Lebesgue-Stieltjes integral \( \int_{(a,b)} f \, d\mu_g \) exists and is finite; the relation between their values is given by formula \((6.11.3)\).

### 6.12 Relation of the Kurzweil-Stieltjes integral to other Stieltjes-type integrals

In Section \([6.2]\) we have already clarified the relationships between the Kurzweil-Stieltjes (KS) integral on one side and the Riemann-Stieltjes (RS) integrals (both \((\delta)\) and \((\sigma)\)), or the Perron-Stieltjes integral on the other side. We have touched also the relation with the Newton integral. The relationship with the Lebesgue-Stieltjes integral was discussed in the previous section. Now, in addition, we will briefly outline the relationship with some of the other known integrals of Stieltjes type.

**Young integral**

Let \( f : [a, b] \to \mathbb{R} \) and \( g \in G([a, b]) \). Define
\[ S_Y(P) = \sum_{j=1}^{\nu(P)} \left( f(\alpha_{j-1}) \Delta^+ g(\alpha_{j-1}) + f(\xi_j) [g(\alpha_{j-1}) - g(\alpha_{j-1} +)] + f(\alpha_j) \Delta^- g(\alpha_j) \right) \]
for every tagged partition \( P = (\alpha, \xi) \) of \([a, b]\). We say that the \((\sigma) Young-integral\) \( (\sigma Y) \int_{a}^{b} f \, dg \) exists and has a value \( I \in \mathbb{R} \) if

for every \( \varepsilon > 0 \) there is a division \( \alpha_{\varepsilon} \) of \([a, b]\) such that
\[ |S_Y(P) - I| < \varepsilon \]
holds for all partitions \( P = (\alpha, \xi) \) of \([a, b]\) such that \( \alpha \supset \alpha_{\varepsilon} \) and \( \alpha_{j-1} < \xi_j < \alpha_j \) for all \( j \in \{1, \ldots, \nu(\alpha)\} \).
Notice that the expression $S_Y(P)$ can be equivalently rewritten as follows:

\[
S_Y(P) = f(a) \Delta^+ g(a) + \sum_{j=1}^{\nu(P)} f(\alpha_j) \Delta g(\alpha_j) + f(b) \Delta^- g(b) \]

\[
+ \sum_{j=1}^{\nu(P)} f(\xi_j) [g(\alpha_j) - g(\alpha_{j-1} +)]
\]

Integral sums of the form (6.12.1) were introduced by W.H. Young in \[157\], where related $(\delta)$-type integrals were discussed, as well. To our knowledge, a systematic study of the $(\sigma)$ Young integral was initiated by T.H. Hildebrandt in \[53\]. More details are available in Section II.19 of his monograph \[55\]. The $(\sigma)$ Young integral is more general than the corresponding RS-integrals. If the function $f$ is regulated on $[a, b]$ and $g$ has a bounded variation on $[a, b]$, then it is known that the integral $(\sigma Y) \int_a^b f \, dg$ exists and coincides with the KS-integral $(KS) \int_a^b f \, dg$ (cf. Schwabik \[120\] and \[121\]). However, proceeding similarly as in the proofs of Theorems 6.3.8 and 6.3.11, it is possible to extend this assertion as follows.

6.12.1 Proposition. Suppose $f$ and $g$ are regulated on $[a, b]$ and at least one of them has a bounded variation on $[a, b]$. Then both integrals

\[
(KS) \int_a^b f \, dg \quad \text{and} \quad (\sigma Y) \int_a^b f \, dg
\]

exist and have the same value.

The proof essentially follows the ideas of Section 6.3 and we leave it to the reader as the following (somewhat more advanced) exercise. \qed


Hint:

- Verify that the formulas (6.3.1)–(6.3.10) from Examples 6.3.1 hold also for the $(\sigma)$ Young integral.
- Using Exercise 2.1.12(ii) show that the estimate

\[
|S_Y(P)| \leq \|f\|_{\infty} \text{var}_a^b g
\]

holds for all partitions $P$ of $[a, b]$ and all $f, g : [a, b] \to \mathbb{R}$.
- For $f : [a, b] \to \mathbb{R}$, $g \in G([a, b])$ and $\alpha, \xi, \beta \in [a, b]$ such that $a \leq \alpha \leq \xi \leq \beta \leq b$, verify the equality

\[
\begin{align*}
& f(\alpha) [g(\alpha+) - g(\alpha)] + f(\xi) [g(\beta) - g(\alpha)] + f(\beta) [g(\beta) - g(\beta-)] \\
& = [f(\alpha) - f(\xi)] g(\alpha+) + [f(\xi) - f(\beta)] g(\beta-) + f(\beta) g(\beta) - f(\alpha) g(\alpha).
\end{align*}
\]
Having this in mind, it is easy to see that the estimate
\[ |S_Y(P)| \leq (|f(a)| + |f(b)| + \text{var}_a^b f) \|g\|_\infty \]
is valid for all partitions \( P \) of \([a, b]\) and all \( f, g : [a, b] \to \mathbb{R} \).

- Notice that due to the previous two steps, the estimates
  \[ |(\sigma Y)\int_a^b f \, dg| \leq \|f\|_\infty \text{var}_a^b g \]
  and
  \[ |(\sigma Y)\int_a^b f \, dg| \leq 2 \|f\|_{BV} \|g\|_\infty \]
hold whenever the corresponding integrals exist.

- Modify the proofs of Theorems 6.3.7 and 6.3.10 to show that their analogues are true also for the \((\sigma)\) Young integral.

- Finally, complete the proof of Proposition 6.12.1 by proceeding as in the proofs of Theorems 6.3.8 and 6.3.11.

6.12.3 Remark. (i) If \( g \) is regulated on \([a, b]\) and
\[ g(a) = g(t-) = g(s+) = g(b) \quad \text{for} \quad t \in (a, b), \quad s \in [a, b), \]
then, by (6.12.1), \( S_Y(P) = 0 \) for every function \( f : [a, b] \to \mathbb{R} \) and every partition \( P \) of \([a, b]\), i.e., \((\sigma Y)\int_a^b f \, dg = 0\). In general, this is no longer true for the KS-integral, as shown by the following example taken from [120] (see Example 2.1 there): Let
\[ t_k = \frac{1}{k+1} \quad \text{for} \quad k \in \mathbb{N} \quad \text{and} \quad g(t) = \begin{cases} 2^{-k} & \text{if} \quad t = t_k \quad \text{for some} \quad k \in \mathbb{N}, \\ 0 & \text{if} \quad t \in [0, 1] \setminus \{t_k : k \in \mathbb{N}\}, \end{cases} \]
and
\[ f(t) = \begin{cases} 2^k & \text{if} \quad t = t_k \quad \text{for some} \quad k \in \mathbb{N}, \\ 0 & \text{if} \quad t \in [0, 1] \setminus \{t_k : k \in \mathbb{N}\}. \end{cases} \]
Evidently, \( g \) has a bounded variation on \([0, 1]\) and \( g(a) = g(t-) = g(s+) = g(b) \) for \( t \in (a, b) \) and \( s \in [a, b) \). (Notice that \( f \) is not regulated on \([0, 1]\) as \( f(0+) \) does not exist.)

Consider an arbitrary gauge \( \delta \) and let \( \ell \in \mathbb{N} \) be such that \( t_\ell \in (0, \delta(0)) \). We can choose a \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \([0, 1]\) in such a way that
\[ \alpha_0 = \xi_1 = 0, \quad \alpha_1 = \xi_2 = t_\ell \quad \text{and} \quad g(\alpha_j) = 0 \quad \text{for} \quad j \in \{2, \ldots, \nu(\alpha)\}. \]
Then
\[ S(P) = f(\xi_2) [g(\alpha_2) - g(\alpha_1)] = -f(te) g(te) = -1 \]

On the other hand, we can choose a \( \delta \)-fine partition \( P = (\alpha, \xi) \) in such a way that \( \alpha \cap \{t_k\} = \emptyset \). As \( S(P) = 0 \) for such partitions, it follows that the KS-integral \( \int_a^b f \, dg \) does not exist.

(ii) Of course, if \( g(x) = x \), then the Dirichlet function \( f_D \) (cf. Remark 6.2.4) is not \((\sigma)\) Young integrable with respect to \( g \). Thus, the existence of the KS-integral does not in general imply the existence of the \((\sigma)\) Young integral.

\textbf{Schwabik’s modified KS-integral}

To avoid the trouble illustrated by the first part of the above remark, Š. Schwabik introduced in \([121]\) the notion of the modified KS-integral in the following way:

We say \( I \in \mathbb{R} \) is the modified KS-integral of \( f \) with respect to \( g \) if for each \( \varepsilon > 0 \) we can find a gauge \( \delta \) such that \( |S(P) - I| < \varepsilon \) holds for each \( \delta \)-fine partition \( P \) of \([a, b] \) such that

\[
\begin{align*}
\alpha_1 &< \xi_1 < \alpha_1, \\
\alpha_{j-1} &< \xi_j < \alpha_j \quad \text{for all } j \in \{2, \ldots, \nu(\alpha) - 1\} \\
\alpha_{\nu(\alpha) - 1} &< \xi_{\nu(\alpha)} \leq b.
\end{align*}
\]

6.12.4 **Exercises.** (i) Show that in the example described in the first part of Remark 6.12.3 the modified KS-integral of \( f \) with respect to \( g \) equals 0.

(ii) Let \( g(a) = g(t+) = g(s-) = g(b) \) for all \( t \in (a, b) \) and all \( s \in [a, b) \). Prove that the modified KS-integral of \( f \) with respect to \( g \) equals 0 for each \( f : [a, b] \to \mathbb{R} \).

So far, there exists no systematic treatment of the modified KS-integral. However, it is evident that the modified KS-integral exists whenever the KS-integral exists and in such a case they have the same value. The applications presented in this book show that the KS-integral is sufficient for many purposes.

\textbf{Krejčí’s KN-integral}

Recently (see \([71]\)), P. Krejčí modified the notion of the KS-integral so that his integral, called the KN-integral, fully covers not only the \((\sigma)\) Young integral but also Schwabik’s modified KS-integral. His definition is based on a skillful reduction of the set of permissible partitions. We can formulate it as follows:

Let \( f, g : [a, b] \to \mathbb{R} \) and \( I \in \mathbb{R} \). We write

\[ (\text{KN}) \int_a^b f \, dg = I \]
if for every \( \varepsilon > 0 \) there are a gauge \( \delta \) on \([a, b]\) and a countable set \( A \subset [a, b] \) such that the inequality

\[ |S(P) - I| < \varepsilon \]

holds for every \( \delta \)-fine partition \( P \) such that none of its tags belongs to the set \( A \).

**Dushnik (interior) integral**

We say that the \((\sigma)\) Dushnik-integral \( (\sigma D) \int_a^b f \, dg \) exists and equals \( I \in \mathbb{R} \) if

for every \( \varepsilon > 0 \) there is a division \( \alpha_{\varepsilon} \) of \([a, b]\) such that

\[ |S(P) - I| < \varepsilon \]

holds for all partitions \( P = (\alpha, \xi) \) of \([a, b]\) such that \( \alpha \supset \alpha_{\varepsilon} \) and

\[ \alpha_{j-1} < \xi_j < \alpha_j \quad \text{for all} \quad j \in \{1, \ldots, \nu(\alpha)\}. \]

The Dushnik integral is also known as the interior integral, cf. Dushnik [31].

**6.12.5 Exercise.** Assume that \( f \) is the Dirichlet function and \( g(x) = x \) on \([a, b]\).

Show that the \((\sigma)\) Dushnik integral \( (\sigma D) \int_a^b f \, dg \) does not exist.

Thus, unlike the modified KS-integral and KN-integral, the \((\sigma)\) Dushnik integral does not fully cover the KS-integral. Still, this concept of integral is sufficiently general for many purposes, because \((\sigma D) \int_a^b f \, dg \) exists if \( f, g \) are regulated and one of them has a bounded variation. However, the value of the integral is in general different from the KS-integral. This is evident from the next exercise, which should be compared with Examples 6.3.1.

**6.12.6 Exercises.** (i) For any function \( f \in G([a, b]) \), show that the following relations are true:

\[
(\sigma D) \int_a^b f \, d\chi_{[\tau, b]} = f(\tau^+) \quad \text{if} \quad \tau \in [a, b),
\]

\[
(\sigma D) \int_a^b f \, d\chi_{[a, \tau]} = f(\tau^-) \quad \text{if} \quad \tau \in (a, b],
\]

\[
(\sigma D) \int_a^b f \, d\chi_{[a, \tau]} = -f(\tau^+) \quad \text{if} \quad \tau \in [a, b),
\]

\[
(\sigma D) \int_a^b f \, d\chi_{[a, \tau]} = -f(\tau^-) \quad \text{if} \quad \tau \in (a, b],
\]

and

\[
(\sigma D) \int_a^b f \, d\chi_{[\tau]} = \begin{cases} -f(a^+) & \text{if} \quad \tau = a, \\ -\Delta f(\tau) & \text{if} \quad \tau \in (a, b), \\ f(b^-) & \text{if} \quad \tau = b. \end{cases}
\]
(ii) For any function $g : [a, b] \to \mathbb{R}$, show that the following relations are true:

$$\left(\sigma D\right) \int_a^b \chi_{(\tau,b]} dg = g(b) - g(\tau) \quad \text{if } \tau \in [a, b),$$

$$\left(\sigma D\right) \int_a^b \chi_{[\tau,b)} dg = g(b) - g(\tau) \quad \text{if } \tau \in (a, b]\,$$

$$\left(\sigma D\right) \int_a^b \chi_{[a,\tau)} dg = g(\tau) - g(a) \quad \text{if } \tau \in [a, b),$$

$$\left(\sigma D\right) \int_a^b \chi_{[a,\tau)} dg = g(\tau) - g(a) \quad \text{if } \tau \in (a, b],$$

and

$$\left(\sigma D\right) \int_a^b \chi_{[\tau]} dg = 0 \quad \text{for } \tau \in [a, b].$$

The next result provides more information on the relation between $(\sigma)$ Dushnik and KS-integrals.

**6.12.7 Proposition.** Assume that $f$ and $g$ are regulated on $[a, b]$ and at least one of them has a bounded variation on $[a, b]$. Then both integrals

$$\left(\sigma D\right) \int_a^b f \, dg \quad \text{and} \quad (\text{KS}) \int_a^b g \, df$$

exist and the equality

$$\left(\sigma D\right) \int_a^b f \, dg + (\text{KS}) \int_a^b g \, df = f(b) \, g(a) - f(a) \, g(a) \quad \text{(6.12.3)}$$

holds.

Similarly to Proposition 6.12.1, the proof is left as an exercise to the reader.


**Hint:** Follow the steps of Exercise 6.12.2 with the $(\sigma)$ Young integral replaced by the $(\sigma)$ Dushnik integral. Take into account the results of Exercises 6.12.6 and observe that (6.12.3) holds if one of the functions $f, g$ is regulated and the other is a finite step function.

Notice that, combining relation (6.12.3) with the integration-by-parts formula (6.4.2), we obtain the equality

$$\left(\sigma D\right) \int_a^b f \, dg = (\text{KS}) \int_a^b f \, dg$$

$$- \sum_{a \leq x \leq b} \left( \Delta^- f(x) \Delta^- g(x) - \Delta^+ f(x) \Delta^+ g(x) \right)$$
valid whenever \( f \) and \( g \) are regulated on \([a, b]\) and at least one of them has a bounded variation on \([a, b]\).

We point out that a relation between the (\( \sigma \)) Young and (\( \sigma \)) Dushnik integrals analogous to Proposition 6.12.7 has been already known for a long time, cf. Theorem B in MacNerney [96] or Theorem 4.7 in Hönig [61].

A noteworthy study of the Dushnik integral is contained in the monograph [60] by Ch.S. Hönig, who extended its definition to functions with values in Banach spaces and subsequently used it to develop the theory of abstract Volterra-Stieltjes integral equations.

**Integration in Abstract Spaces**

The extension of integration to vector and matrix functions was shown in Section 6.10. One can act analogously even in the case of abstract functions, i.e. functions with values in Banach spaces. If \( X \) is a Banach space and \( \mathcal{L}(X) \) is the corresponding Banach space of continuous linear operators on \( X \) and

\[
F : [a, b] \to \mathcal{L}(X), \ G : [a, b] \to \mathcal{L}(X), \ g : [a, b] \to X,
\]

then we can define KS-integrals

\[
\int_a^b dF g, \ \int_a^b F dg, \ \int_a^b F dG, \ \int_a^b F dG.
\]

For example, \( \int_a^b dF g = I \in X \) if for every \( \varepsilon > 0 \) there is a gauge \( \delta \) on \([a, b]\) such that

\[
\left\| \sum_{j=1}^{\nu(P)} F(\xi_j) [g(\alpha_j) - g(\alpha_{j-1})] - I \right\|_X < \varepsilon
\]

holds for every \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \([a, b]\). The notion of the variation can be easily transferred to abstract functions, too. For a function \( f : [a, b] \to X \) and a division \( \alpha \) of the interval \([a, b]\), we define

\[
V(f, \alpha) = \sum_{j=1}^{\nu(\alpha)} \left\| f(\alpha_j) - f(\alpha_{j-1}) \right\|_X
\]

and

\[
\text{var}_a^b f = \sup \{ V(f, \alpha) : \alpha \in \mathcal{D} [a, b] \}.
\]

It is also obvious how to define the space \( G([a, b], X) \) of regulated functions with values in \( X \). Then e.g. both integrals

\[
\int_a^b dF G \quad \text{and} \quad \int_a^b F dG
\]
exist if $F \in \text{BV}([a, b], \mathcal{L}(X))$ and $G \in \text{G}([a, b], \mathcal{L}(X))$ and most of the statements known for the integration of scalar functions (see [124], [128] and [102]) hold. There are some exceptions though: e.g. Corollary 6.5.2 holds only if the space $X$ has finite dimension. This means that, inter alia, there are certain problems with the transfer of e.g. the Substitution Theorem to abstract integrals. In this brief information, it is worth mentioning that if the space $X$ does not have a finite dimension, it makes sense to consider, instead of variation, then in general weaker notion of \textit{semivariation} which is defined as follows:

For a given function $F : [a, b] \to \mathcal{L}(X)$ and a division $\alpha$ of $[a, b]$, set first

$$V^b_a(F, \alpha) = \sup \left\{ \left\| \sum_{j=1}^{\nu(\alpha)} [F(\alpha_j) - F(\alpha_{j-1})] x_j \right\|_X \right\}$$

where the supremum is taken over all choices of elements $x_j \in X, j \in \{1, \ldots, \nu(\alpha)\}$ such that $\|x_j\|_X \leq 1$. Then the number

$$(\mathcal{B}) \text{ var}^b_a F = \sup \{V^b_a(F, \alpha) : \alpha \in \mathcal{D}[a, b]\}$$

is called the \textit{semivariation} of the function $F$ on $[a, b]$ (see e.g. [60]). The assumptions concerning bounded variation can be usually (not always) weakened to bounded semivariation. It is known that if $X$ has finite dimension, then the notions of variation and semivariation coincide.

Finally, let us note that the integration of functions with values in Hilbert, or reflexive Banach spaces, is useful e.g. in the theory of hysteresis (see e.g. [76] or [77]).
Chapter 7

Generalized linear differential equations

7.1 Introduction

All integrals in this chapter are KS-integrals whose definition is extended to matrix valued functions (i.e. the functions mapping the interval \([a, b]\) into the space of matrices) in the sense of Section 6.10. As we already explained in Section 6.10, all properties of KS-integrals as well as of both kinds of RS-integral, which we have proved so far for scalar functions, hold for the vector and matrix valued functions, too, if the original order of matrices is kept. Therefore, in the proofs, for any needed properties of functions and integrals, we will refer to the corresponding statements proved in the previous chapters for scalar functions.

The following definition introduces the spaces of vector and matrix valued functions that will be used throughout this chapter.

7.1.1 Definition. (i) \(G([a, b], \mathbb{R}^n)\) is a Banach space of the functions \(f: [a, b] \rightarrow \mathbb{R}^n\), which are regulated on \([a, b]\). The norm on \(G([a, b], \mathbb{R}^n)\) is defined by

\[
\|f\| = \sup_{t \in [a,b]} |f(t)| \quad \text{for } f \in G([a, b], \mathbb{R}^n)
\]

where \(|f(t)|\) is the norm of the vector \(f(t)\) in \(\mathbb{R}^n\).

(ii) \(BV([a, b], \mathcal{L}(\mathbb{R}^n))\) is a Banach space of the functions \(F: [a, b] \rightarrow \mathcal{L}(\mathbb{R}^n)\) which have bounded variation on \([a, b]\). The norm on \(BV([a, b], \mathcal{L}(\mathbb{R}^n))\) is defined by

\[
\|F\|_{BV} = |F(a)| + \text{var}_a^b F \quad \text{for } F \in BV([a, b], \mathcal{L}(\mathbb{R}^n)),
\]

where \(\text{var}_a^b F\) is defined as in Section 6.10 and \(|F(a)|\) is the norm of the matrix \(F(a)\) in \(\mathcal{L}(\mathbb{R}^n)\).

The spaces \(BV([a, b], \mathbb{R}^n), C([a, b], \mathcal{L}(\mathbb{R}^n))\) and \(C([a, b], \mathbb{R}^n)\) and their norms are defined similarly. A set of functions \(f: [a, b] \rightarrow \mathbb{R}^n\) with a derivative that is continuous on the interval \([a, b]\) is denoted by \(C^1([a, b], \mathbb{R}^n)\). As usual, we define

\[
 f'(a) = f'(a^+) \quad \text{and} \quad f'(b) = f'(b^-) \quad \text{for } f \in C^1([a, b], \mathbb{R}^n).
\]

The topic of this chapter are the equations of form

\[
x(t) - x(s) - \int_s^t dA x = f(t) - f(s)
\]
where $t, s \in [a, b]$, $A$ is an $n \times n$-matrix valued function, $f$ is an $n$-vector valued function and we look for $n$-vector valued function $x$ satisfying the following definition.

7.1.2 Definition. A function $x: [a, b] \to \mathbb{R}^n$ is a solution of equation (7.1.1) on $[a, b]$ if the integral $\int_a^b dA x$ exists and equation (7.1.1) is satisfied for all $t, s \in [a, b]$.

The equation (7.1.1) is called generalized linear differential equation.

7.1.3 Remark. Let $t_0 \in [a, b]$ be given and let $x$ satisfy the equation

$$x(t) - x(t_0) - \int_{t_0}^t dA x = f(t) - f(t_0)$$

(7.1.2)

for $t \in [a, b]$. Then for any $s \in [a, b]$, we have

$$x(s) = x(t_0) + \int_{t_0}^s dA x + f(s) - f(t_0).$$

If we subtract this equation from (7.1.2), we will find out that (7.1.1) holds for all $t, s \in [a, b]$, i.e. $x$ is a solution of equation (7.1.1). Thus, the function $x: [a, b] \to \mathbb{R}^n$ is a solution of equation (7.1.1) on $[a, b]$ if and only if for some fixed $t_0 \in [a, b]$ it satisfies (7.1.2) on $[a, b]$.

7.2 Differential equations with impulses

The motivation for studying generalized differential equations are among others the problems with impulses. A range of practical problems actually involve perturbations that have negligible persistence time compared to the time of the whole process which however significantly affect the studied process. The suitable model for describing such processes is usually differential equations with impulses, i.e. differential equations whose solutions does not have to be neither smooth nor continuous.

The source of the models with impulses is mainly physics (e.g. the description of clock mechanisms, oscillations of electromechanical systems, radiation of electric or magnetic waves in the environment with rapidly changing parameters, stabilization of Kapitza’s pendulum, optimal regulation by bang-bang method) but also medical science (distribution of medicinal substances in a body, strategy of impulse vaccination in epidemiological models, investigation of the effect of mass measles vaccination), population dynamics (models with rapid changes in the amount of some populations) or economics (trade models which admit rapid changes of prices).
The simplest idealization of impulse processes are the processes described by the linear differential equations on which linear impulses act in finite amount of firmly given points.

Assume
\[
\begin{align*}
    r & \in \mathbb{N}, \quad a < \tau_1 < \cdots < \tau_r < b, \\
    P & \in C([a, b], \mathcal{L}(\mathbb{R}^n)), \quad q \in C([a, b], \mathbb{R}^n), \\
    B_k & \in \mathcal{L}(\mathbb{R}^n), \quad d_k \in \mathbb{R}^n \text{ for } k = 1, \ldots, r.
\end{align*}
\] (7.2.1)

(In this chapter, the symbols like \( B_k \), or \( d_k \), stand also for matrices, or vectors.)

Denote
\[
D = \{\tau_1, \tau_2, \ldots, \tau_r\}, \quad \tau_0 = a, \quad \tau_{r+1} = b
\]
and, for a given regulated function \( x : [a, b] \to \mathbb{R}^n \), define
\[
\begin{align*}
    x^{[1]}(t) &= x(t) \quad \text{for } t \in [a, \tau_1] \\
    x^{[k]}(t) &= \begin{cases} 
        x(\tau_{k-1}+) & \text{if } t = \tau_{k-1}, \\
        x(t) & \text{if } t \in (\tau_{k-1}, \tau_k)
    \end{cases} 
\end{align*}
\] (7.2.2)

for \( k \in \{2, 3, \ldots, r+1\} \).

The linear impulse problem then consists of the linear differential equation
\[
x' = P(t) x + q(t)
\] (7.2.3)
and linear impulse conditions
\[
\Delta^+ x(\tau_k) = B_k x(\tau_k) + d_k, \quad k = 1, \ldots, r
\] (7.2.4)
while the solution is defined by the following definition.

\textbf{7.2.1 Definition.} We say that a function \( x : [a, b] \to \mathbb{R}^n \) is a solution to the impulse problem \((7.2.3), (7.2.4)\) if
\[
\begin{align*}
    x^{[k]} & \in C^1([\tau_{k-1}, \tau_k]) \quad \text{for all } k \in \{1, \ldots, r+1\}, \\
    x'(t) &= P(t) x(t) + q(t) \quad \text{for all } t \in [a, b] \setminus D
\end{align*}
\] (7.2.5) (7.2.6)
and \( x \) satisfies the impulse conditions \((7.2.4)\).

\textbf{7.2.2 Remark.} Notice that a solution to problem \((7.2.3), (7.2.4)\) always belongs to the space \( G([a, b], \mathbb{R}^n) \).
Now we will show that problem \((7.2.3), (7.2.4)\) can be equivalently reformulated as a generalized linear differential equation of the form \((7.1.2)\).

First, assume that \(r = 1\), and let \(x : [a, b] \rightarrow \mathbb{R}^n\) be a solution of the impulse problem \((7.2.3), (7.2.4)\). Integrating equation \((7.2.6)\), we get

\[
x(t) = x(a) + \int_a^t P(s) x(s) \, ds + \int_a^t q(s) \, ds \quad \text{for } t \in [a, \tau_1]
\]

and

\[
x(t) = x(\tau_1 +) + \int_{\tau_1}^t P(s) x(s) \, ds + \int_{\tau_1}^t q(s) \, ds \quad \text{for } t \in (\tau_1, b].
\]

Substituting \((7.2.4)\) (where \(k = r = 1\)) into the latter relation above, we get

\[
x(t) = x(\tau_1) + B_1 x(\tau_1) + d_1 + \int_{\tau_1}^t P(s) x(s) \, ds + \int_{\tau_1}^t q(s) \, ds
\]

\[
= x(a) + \int_a^t P(s) x(s) \, ds + B_1 x(\tau_1) + \int_a^t q(s) \, ds + d_1,
\]

for \(t \in (\tau_1, b]\) and therefore

\[
x(t) = \begin{cases} 
  x(a) + \int_a^t P(s) x(s) \, ds + \chi_{(\tau_1,a]}(t) B_1 x(\tau_1) + \int_a^t q(s) \, ds + d_1, & \text{for } t \in [a, b], \\
  \end{cases}
\]

For \(t \in [a, b]\), set

\[
A(t) = \int_a^t P(s) \, ds + \chi_{(\tau_1,a]}(t) B_1 \quad \text{and} \quad f(t) = \int_a^t q(s) \, ds + \chi_{(\tau_1,a]}(t) d_1
\]

Then \(A \in \text{BV}([a, b], \mathcal{Z}(\mathbb{R}^n))\), \(f \in \text{BV}([a, b], \mathbb{R}^n)\) and

\[
A(t-) = A(t) \quad \text{and} \quad f(t-) = f(t) \quad \text{for } t \in (a, b].
\]

Moreover,

\[
A(t+) = \int_a^t P(s) \, ds + \chi_{[\tau_1,b)}(t) B_1 \quad \text{and} \quad f(t+) = \int_a^t q(s) \, ds + \chi_{[\tau_1,b)}(t) d_1,
\]

that is

\[
\Delta^+ A(t) = \chi_{[\tau_1]}(t) B_1 \quad \text{and} \quad \Delta^+ f(t) = \chi_{[\tau_1]}(t) d_1 \quad \text{for } t \in [a, b).
\]

By the Substitution Theorem \((6.6.1)\) and formula \((6.3.1)\) from Examples \((6.3.1)\) (ii) (see also Examples \((6.5.7)\)), the equalities

\[
\int_a^t dA x = \int_a^t P(s) x(s) \, ds + \chi_{(\tau_1,b]}(t) B_1 x(\tau_1)
\]

and
hold for \( t \in [a, b] \) and \( x \in G([a, b], \mathbb{R}^n) \). Substituting to (7.2.7), we find out that \( x \) satisfies on \([a, b]\) (7.1.2), where \( t_0 = a \).

Reversely, if \( x \in G([a, b], \mathbb{R}^n) \) verifies (7.1.2) on \([a, b]\), then (7.2.7) and (7.2.6) will be true. Furthermore, by Hake’s Theorem (see also Exercise 6.5.6) \( x(t-)= x(t) \) for each \( t \in (a, b] \) and

\[ x(t+)= x(a) + \lim_{s\to t^+} \int_a^s dA x + f(t+) - f(a) \]

\[ = x(a) + \int_a^t dA x + f(t) - f(a) + \Delta^+ A(t) x(t) + \Delta^+ f(t) \]

\[ = x(t) + \chi_{[\tau_1]}(t) \left( B_1 x(t) + d_1 \right) \quad \text{for every} \quad t \in [a, b]. \]

In particular, putting \( t = \tau_1 \), we find out that \( x \) meets the impulse condition (7.2.4) where \( k = r = 1 \).

Hence, by Remark 7.1.3, the problem (7.2.3), (7.2.4) is equivalent to generalized differential equation (7.1.1) if \( r = 1 \).

In the general case of \( r \in \mathbb{N} \), we define

\[ A(t) = \int_a^t P(s) \, ds + \sum_{k=1}^r \chi_{(\tau_k, b]}(t) B_k \quad \text{for} \quad t \in [a, b], \]

\[ f(t) = \int_a^t q(s) \, ds + \sum_{k=1}^r \chi_{(\tau_k, b]}(t) d_k \quad \text{for} \quad t \in [a, b]. \]

By induction, we verify the following statement easily.

**7.2.3 Theorem.** Assume (7.2.1) and (7.2.8). Then the impulse problem (7.2.3), (7.2.4) is equivalent to the generalized differential equation (7.1.2), i.e. \( x: [a, b] \to \mathbb{R}^n \) is a solution of problem (7.2.3), (7.2.4) on \([a, b]\) if and only if it is a solution of equation (7.1.1) on \([a, b]\). \( \square \)

### 7.3 Linear operators

Now, let us briefly recall some basic notions and results from functional analysis which we will need later. More detailed information can be found in the majority of the textbooks on functional analysis (see e.g. [70] or [115]). The basic overview is also included in the introduction part of [131].
Let $X$, $Y$ be Banach spaces. The mapping $T: X \to Y$ is a continuous operator if

$$\lim_{n \to \infty} \|x_n - x\|_X = 0 \implies \lim_{n \to \infty} \|T(x_n) - T(x)\|_Y = 0,$$

where $\| \cdot \|_X$ is the norm on $X$ and $\| \cdot \|_Y$ is the norm on $Y$. The operator $L: X \to Y$ is called linear if

$$L(c_1 x_2 + c_2 x_2) = c_1 L(x_1) + c_2 L(x_2)$$

holds for $x_1, x_2 \in X$ and $c_1, c_2 \in \mathbb{R}$.

Moreover, we say that the linear operator $L$ is bounded if there is a number $K \in [0, \infty)$ such that

$$\|L(x)\|_Y \leq K \|x\|_X$$

for all $x \in X$.

If $L$ is a linear operator, then, as usual, we write $L x$ instead of $L(x)$. It is known that the linear operator $L: X \to Y$ is continuous if and only if it is bounded.

The set of linear bounded mappings of the space $X$ into $Y$ is denoted by $L(X, Y)$. If $X = Y$, we write $L(X)$ instead of $L(X, X)$. On $L(X, Y)$, the operations of adding the operators and multiplying the operators by a real number are established in an obvious way and $L(X, Y)$ is then a Banach space with respect to the norm

$$L \in L(X, Y) \to \|L\|_{L(X, Y)} = \sup \{ \|L x\|_Y : x \in X \text{ and } \|x\|_X \leq 1 \}.$$

It is known that the space $L(\mathbb{R}^n)$ is equivalent with the space of matrices of form $n \times n$.

Finally, we say that $L \in L(X, Y)$ is compact if it maps every set bounded in $X$ onto a set which is relatively compact in $Y$, i.e. if for every sequence $\{x_n\}$ bounded in $X$, its value $\{L x_n\} \subset Y$ contains a subsequence that is convergent in $Y$. It is known that every compact linear operator is simultaneously continuous.

We will use the following two statements in the proofs of the main results of this chapter. The former one is a generalization of one of Fredholm’s theorems known from the theory of integral equations. Its proof is included e.g. in the monographs by N. Dunford and J. T. Schwartz [30] or by M. Schechter [118].

7.3.1 Theorem (Fredholm Alternative Theorem). Let $X$ be a Banach space and let the operator $L \in L(X)$ be compact. Then the operator equation

$$x - L x = g$$

(7.3.1)
has exactly one solution \( x \in X \) for every \( g \in X \) if and only if the corresponding homogeneous equation

\[
x - Lx = 0
\]  

has only the trivial solution \( x = 0 \in X \).

The second statement is known also from the elementary theory of matrices. Let us recall its general form borrowed from the monograph [140] (see Lemma 4.1-C).

7.3.2 Lemma. Let \( X \) be a Banach space, \( L \in \mathcal{L}(X) \) and \( \|L\|_{\mathcal{L}(X)} < 1 \). Then the operator \([I - L]\) has a bounded inverse \([I - L]^{-1}\) and the inequality

\[
\left\|[I - L]^{-1}\right\|_{\mathcal{L}(X)} \leq \frac{1}{1 - \|L\|_{\mathcal{L}(X)}}
\]

is true.

7.4 Existence of solutions

Let us start our consideration of generalized linear differential equations by a simple observation based on known properties of the KS-integral.

7.4.1 Theorem. Let \( A \in BV([a, b], \mathcal{L}(\mathbb{R}^n)) \) and \( f \in G([a, b], \mathbb{R}^n) \). Then every solution \( x \) of equation (7.1.1) on \([a, b]\) is regulated on \([a, b]\) and satisfies the relations

\[
\begin{align*}
\Delta^- x(t) &= \Delta^- A(t) \, x(t) + \Delta^- f(t) \quad \text{for} \ t \in (a, b], \\
\Delta^+ x(s) &= \Delta^+ A(s) \, x(s) + \Delta^+ f(s) \quad \text{for} \ s \in [a, b].
\end{align*}
\]

Proof follows from Corollary 6.5.4 of Lemma 6.5.1 (Saks-Henstock Lemma).

Thus, by virtue of Theorem 7.4.1, it is appropriate to look for solutions of generalized linear differential equations in the class \( G([a, b], \mathbb{R}^n) \).

The problem

\[
x(t) - \bar{x} - \int_{t_0}^{t} dA \, x = f(t) - f(t_0),
\]

where the point \( t_0 \in [a, b] \) and the vector \( \bar{x} \in \mathbb{R}^n \) are given beforehand, is an analogue of the initial problems for linear ordinary differential equations.
7.4.2 Definition. A function \( x : [a, b] \to \mathbb{R}^n \) is said to be a solution to the initial problem \((7.4.2)\) on \([a, b]\) if equation \((7.4.2)\) is satisfied for every \( t \in [a, b] \).

7.4.3 Remark. Due to Remark 7.1.3, it is obvious that the function \( x \) is a solution to the initial problem \((7.4.2)\) on \([a, b]\) if and only if it is a solution to equation \((7.1.1)\) on \([a, b]\) and \( x(t_0) = \bar{x} \).

For a given function \( x \in G([a, b], \mathbb{R}^n) \) and a point \( t_0 \in [a, b] \), let the function \( A_{t_0}x \) be given by
\[
(A_{t_0}x)(t) = \int_{t_0}^t dA \ x \quad \text{for} \quad t \in [a, b].
\]
(7.4.3)

By Corollary 6.5.4 all the functions \( A_{t_0}x \) are regulated on \([a, b]\). The mapping
\[
\mathcal{A}_{t_0} : x \in G([a, b], \mathbb{R}^n) \to A_{t_0}x \in G([a, b], \mathbb{R}^n)
\]
is obviously linear. Moreover, by Theorem 6.3.4 we have
\[
\| A_{t_0}x \| \leq \left( \text{var}_{a}^{b} A \right) \| x \| \quad \text{for all} \quad x \in G([a, b], \mathbb{R}^n).
\]

Thus, for every \( t_0 \in [a, b] \), \( A_{t_0} \) is a continuous linear operator on the space \( G([a, b], \mathbb{R}^n) \), i.e.
\[
A_{t_0} \in \mathcal{L}(G([a, b], \mathbb{R}^n)).
\]

Next, we will prove that \((7.4.3)\) defines simultaneously a linear continuous operator mapping \( G([a, b], \mathbb{R}^n) \) into \( \text{BV}([a, b], \mathbb{R}^n) \).

7.4.4 Lemma. Let \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \), \( t_0 \in [a, b] \) and let the function \( A_{t_0}x \) be defined for \( x \in G([a, b], \mathbb{R}^n) \) by \((7.4.3)\).

Then \( A_{t_0}x \in \text{BV}([a, b], \mathbb{R}^n) \) for every \( x \in G([a, b], \mathbb{R}^n) \) and the operator
\[
x \in G([a, b], \mathbb{R}^n) \to A_{t_0}x \in \text{BV}([a, b], \mathbb{R}^n)
\]
is bounded.

Proof. Let \( \alpha \) be an arbitrary division of the interval \([a, b]\). By Theorem 6.3.4
\[
\sum_{j=1}^{\nu(\alpha)} \left| (A_{t_0}x)(\alpha_j) - (A_{t_0}x)(\alpha_{j-1}) \right| = \sum_{j=1}^{\nu(\alpha)} \left| \int_{\alpha_{j-1}}^{\alpha_j} dA \ x \right| \\
\leq \sum_{j=1}^{\nu(\alpha)} \left( \text{var}_{\alpha_{j-1}}^{\alpha_j} A \right) \| x \| = \left( \text{var}_{a}^{b} A \right) \| x \|
\]
and
\[ |(\mathcal{A}_{t_0} x)(a)| = \left| \int_{t_0}^{a} dA \, x \right| \leq (\text{var}_{a}^{b} A) \| x \|. \]

hold for every \( x \in G([a, b], \mathbb{R}^n) \). Hence \( \mathcal{A}_{t_0} x \in \mathbb{BV}([a, b], \mathbb{R}^n) \)
and
\[ \| \mathcal{A}_{t_0} x \|_{\mathbb{BV}} = |(\mathcal{A}_{t_0} x)(a)| + \text{var}_{a}^{b} (\mathcal{A}_{t_0} x) \leq 2 (\text{var}_{a}^{b} A) \| x \| \]
for every \( x \in G([a, b], \mathbb{R}^n) \).

Using the operator \( \mathcal{A}_{t_0} \) from (7.4.3), we can rewrite the initial problem (7.4.2) as the operator equation
\[ x - \mathcal{A}_{t_0} x = g, \quad \text{where} \quad g = \tilde{x} + f - f(t_0). \]

Unfortunately, we do not have tools that would enable us to prove the compactness of the operator \( \mathcal{A} \in \mathcal{L}(G([a, b], \mathbb{R}^n)) \). Therefore, we cannot apply the Fredholm Theorem (Theorem 7.3.1) directly and we have to proceed by a kind of indirect route. In the following theorem, using the Helly Choice Theorem (Theorem 2.7.4) and the Bounded Convergence Theorem (Theorem ??), we will show that the operator \( \mathcal{A}_{t_0} \) generates compact mapping of the space \( \mathbb{BV}([a, b], \mathbb{R}^n) \) into itself.

7.4.5 Theorem. Let \( t_0 \in [a, b], \quad A \in \mathbb{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \) and \( L \, x = \mathcal{A}_{t_0} x \) for \( x \in \mathbb{BV}([a, b], \mathbb{R}^n) \). Then \( L \) is a compact linear operator on \( \mathbb{BV}([a, b], \mathbb{R}^n) \).

Proof. Since \( \| x \| \leq \| x \|_{\mathbb{BV}} \) for each \( x \in \mathbb{BV}([a, b], \mathbb{R}^n) \), it follows by Lemma 7.4.4 that \( L \in \mathcal{L}(\mathbb{BV}([a, b], \mathbb{R}^n)) \).

Next, we will prove that for an arbitrary sequence \( \{x_n\} \) bounded in \( \mathbb{BV}([a, b], \mathbb{R}^n) \), the set of its values \( \{L \, x_n\} \subset \mathbb{BV}([a, b], \mathbb{R}^n) \) contains a subsequence that is convergent in \( \mathbb{BV}([a, b], \mathbb{R}^n) \).

Thus, let the sequence \( \{x_n\} \subset \mathbb{BV}([a, b]) \) and the number \( \varkappa \in [0, \infty) \) be such that
\[ \|x_n\|_{\mathbb{BV}} \leq \varkappa < \infty \quad \text{for every} \quad n \in \mathbb{N}. \]

By the Helly Choice Theorem (Theorem 2.7.4) there are a function \( x \in \mathbb{BV}([a, b], \mathbb{R}^n) \) and an increasing subsequence \( \{n_k\} \subset \mathbb{N} \) such that
\[ \|x\|_{\mathbb{BV}} \leq 2 \varkappa \quad \text{and} \quad \lim_{k \to \infty} x_{n_k}(t) = x(t) \quad \text{for every} \quad t \in [a, b]. \]

Set \( z_k(t) = x_{n_k}(t) - x(t) \) for \( k \in \mathbb{N} \) and \( t \in [a, b] \). Then
\[ |z_k(t)| \leq 4 \varkappa \quad \text{and} \quad \lim_{k \to \infty} z_k(t) = 0 \quad \text{for} \quad k \in \mathbb{N} \quad \text{and} \quad t \in [a, b]. \]
Since the integrals $\int_c^d dA z_k$ and $\int_c^d [\text{var}_a^s A] |z_k(s)|$ exist for all $c, d \in [a, b]$ and $k \in \mathbb{N}$, Theorem 6.3.4 guarantees that the inequalities

$$\sum_{j=1}^{\nu(\alpha)} \left| (L z_k)(\alpha_j) - (L z_k)(\alpha_{j-1}) \right| = \sum_{j=1}^{\nu(\alpha)} \left| \int_{\alpha_{j-1}}^{\alpha_j} dA z_k \right|$$

$$\leq \sum_{j=1}^{\nu(\alpha)} \int_{\alpha_{j-1}}^{\alpha_j} [\text{var}_a^s A] |z_k(s)| \leq \int_a^b dA z_k$$

hold for every division $\alpha$ of $[a, b]$ and every $k \in \mathbb{N}$. We thus have

$$\text{var}_a^b (L z_k) \leq \int_a^b d[\text{var}_a^s A] |z_k(s)| \quad \text{for } k \in \mathbb{N}.$$ 

By the Bounded Convergence Theorem, 

$$\lim_{k \to \infty} \int_a^b d[\text{var}_a^s A] |z_k(s)| = 0,$$

and hence

$$\lim_{k \to \infty} \text{var}_a^b (L x_n - L x) = \lim_{k \to \infty} \text{var}_a^b (L z_k) = 0.$$ 

Similarly,

$$\lim_{k \to \infty} \left| (L x_n)(a) - L x_n(a) \right| = \lim_{k \to \infty} \left| (L z_k)(a) \right| = \lim_{k \to \infty} \left| \int_{t_0}^a dA z_k \right|$$

$$\leq \lim_{k \to \infty} \int_{t_0}^a \left[ \text{var}_a^s A \right] |z_k(s)| = 0.$$

This completes the proof of the theorem. □

The following statement is a corollary of Theorems 7.3.1 and 7.4.5.

**7.4.6 Theorem.** Let $A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$ and $t_0 \in [a, b]$. Then the initial value problem

$$x(t) - \int_{t_0}^t dA x = g(t) \quad (7.4.4)$$

has exactly one solution on $[a, b]$ for every $g \in \text{BV}([a, b], \mathbb{R}^n)$ if and only if the corresponding homogeneous problem

$$x(t) - \int_{t_0}^t dA x = 0 \quad (7.4.5)$$

has only trivial solution $x \equiv 0$ on $[a, b]$. 
Proof. Equation (7.4.4) is equivalent with the operator equation

\[ x - L x = g \]

where \( L x = \mathcal{A}_{t_0} x \) for \( x \in \text{BV}([a, b], \mathbb{R}^n) \), i.e.

\[ (L x)(t) = \int_{t_0}^{t} dA x \quad \text{for} \quad x \in \text{BV}([a, b], \mathbb{R}^n) \quad \text{and} \quad t \in [a, b]. \]

By Theorem 7.4.5 \( L \) is linear compact operator on \( \text{BV}([a, b], \mathbb{R}^n) \). Hence, the proof can be completed by using Theorem 7.3.1. \( \Box \)

Now, assume that \( \tau \in (t_0, b] \) and that the function \( x \in G([a, b], \mathbb{R}^n) \) satisfies equation (7.4.2) on \([t_0, \tau)\). Clearly, \( x(t_0) = \tilde{x} \) and, using Hake’s theorem (Theorem 6.5.5, see also Examples 6.5.7 and Exercise 6.5.8), we easily verify the following relations

\[
\begin{align*}
x(\tau-) &= \tilde{x} + \lim_{s \to \tau^-} \int_{t_0}^{s} dA x + (f(\tau-) - f(t_0)) \\
&= \tilde{x} + \int_{t_0}^{\tau} dA x + f(\tau) - f(t_0) - \lim_{s \to \tau^-} \int_{s}^{\tau} dA x - \Delta^- f(\tau) \\
&= \tilde{x} + \int_{t_0}^{\tau} dA x + f(\tau) - f(t_0) - \Delta^- A(\tau) x(\tau) - \Delta^- f(\tau).
\end{align*}
\]

Thus, if the function \( x \) should satisfy (7.4.2) also in \( \tau \), the value \( x(\tau) \) has to be such that the equality

\[ [I - \Delta^- A(\tau)] x(\tau) = x(\tau-) + \Delta^- f(\tau) \quad (7.4.6) \]

is true, where \( I \) stands for the \( n \times n \)-unit matrix (see Conventions and Notations (xiv)). From this, it is obvious that the solution to the initial problem (7.4.2) on \([t_0, \tau)\) can be extended to the point \( \tau \) in an unique way if and only if

\[ \det \left[ I - \Delta^- A(\tau) \right] \neq 0. \quad (7.4.7) \]

Similarly, we can conclude that a function \( x \in G([a, b], \mathbb{R}^n) \) satisfying (7.4.2) on \((\tau, t_0]\), where \( \tau \in [a, t_0) \) can be extended to the point \( \tau \) if and only if

\[ [I + \Delta^+ A(\tau)] x(\tau) = x(\tau+) - \Delta^+ f(\tau), \quad (7.4.8) \]

which will be true just if

\[ \det \left[ I + \Delta^+ A(\tau) \right] \neq 0. \quad (7.4.9) \]

Thus, we can expect that the conditions (7.4.7) and (7.4.9) should be essential for the existence of the solution to the problem (7.4.2).
7.4.7 Lemma. Let \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \) and \( t_0 \in [a, b] \). Then problem (7.4.4) has exactly one solution for every function \( g \in \text{BV}([a, b], \mathbb{R}^n) \) if and only if
\[
\det(I - \Delta^- A(t)) \neq 0 \quad \text{for all } t \in (t_0, b]
\]
and
\[
\det(I + \Delta^+ A(s)) \neq 0 \quad \text{for all } s \in [a, t_0).
\]  
(Here \((t_0, b) = \emptyset \) if \( t_0 = b \), and \([a, t_0) = \emptyset \) if \( t_0 = a \).)

Proof. a) Assume that \( t_0 \in [a, b] \). \( A \) satisfies (7.4.10) and (7.4.11) and \( x \) satisfies (7.4.5) on \([a, b]\). By Remark 7.1.3 \( x \) is a solution of (7.1.1) on \([a, b]\) while \( x(t_0) = 0 \). By Theorem 7.4.1 \( x \) is regulated on \([a, b]\) and the second equation in (7.4.1) yields
\[
\Delta^+ x(t_0) = \Delta^+ A(t_0) x(t_0) = 0,
\]
i.e. \( x(t_0^+) = 0 \).

Set \( \alpha(t) = \text{var}_{t_0}^t A \) for \( t \in [t_0, b] \). Then the function \( \alpha \) is nondecreasing on the interval \([t_0, b]\). Thus, there is a finite limit \( \alpha(t_0^+) \) and we can choose a \( \delta \in (0, b - t_0) \) such that \( 0 \leq \alpha(t_0 + \delta) - \alpha(t_0^+) < 1/2 \). From this and using Theorems 6.3.4 and 6.5.5 we derive for \( t \in [t_0, t_0 + \delta] \) the inequalities
\[
|x(t)| \leq \int_{t_0}^t |x| \, d\alpha = \Delta^+ \alpha(t_0^+) \, |x(t_0)| + \lim_{\tau \to t_0^+} \int_{\tau}^t |x| \, d\alpha
\]
\[
= \lim_{\tau \to t_0^+} \int_{\tau}^t |x| \, d\alpha \leq \left[ \alpha(t_0 + \delta) - \alpha(t_0^+) \right] \left( \sup_{t \in [t_0, t_0 + \delta]} |x(t)| \right)
\]
\[
\leq \frac{1}{2} \left( \sup_{t \in [t_0, t_0 + \delta]} |x(t)| \right).
\]
Hence
\[
\left( \sup_{t \in [t_0, t_0 + \delta]} |x(t)| \right) \leq \frac{1}{2} \left( \sup_{t \in [t_0, t_0 + \delta]} |x(t)| \right),
\]
which is possible if and only if \( x = 0 \) on \([t_0, t_0 + \delta] \).

Now, set \( t^* = \sup\{ \tau \in (t_0, b) : x = 0 \text{ on } [t_0, \tau] \} \). Obviously, \( x = 0 \) on \([t_0, t^*]\) and hence \( x(t^*) = 0 \). Moreover, by (7.4.1) we have \( 0 = \left( I - \Delta^- A(t^*) \right) x(t^*) \). However, thanks to assumption (7.4.10), that is possible if and only if \( x(t^*) = 0 \).

Finally, assume that \( t^* < b \). Using the same arguments as those we used to prove that there is a \( \delta \in (0, b - t_0) \) such that \( x \) is zero on \([t_0, t_0 + \delta] \), we would now show that there is an \( \eta \in (0, b - t^*) \) such that \( x \) vanishes on \([t^*, t^* + \eta]\). This being in contradiction with the definition of \( t^* \), it must be \( t^* = b \). Thus, we proved that every solution of the problem (7.4.5) vanishes on \([t_0, b]\).
Similarly, using the assumption (7.4.11), we would prove that if \( t_0 \in (a, b] \),
then the solution \( x \) of the problem (7.4.5) vanishes also on \([a, t_0]\).

To summarize, we have proved that whenever (7.4.10) and (7.4.11) are sat-
isfied, problem (7.4.5) will have only trivial solution on \([a, b]\). Consequently,
by Theorem 7.4.6, problem (7.4.4) has exactly one solution on \([a, b]\) for each 
\( g \in \text{BV}([a, b], \mathbb{R}^n) \).

b) Assume that e.g. (7.4.10) does not hold. By Lemma 7.3.2

\[ \det \left[ I - \Delta^- A(t) \right] \neq 0 \text{ if } |\Delta^- A(t)| \leq 1/2. \]

On the other hand, by Corollary 4.1.7, the reverse inequality \(|\Delta^- A(t)| > 1/2\)
holds for at most finite number of points \( t \in (t_0, b] \). Thus, the matrix \( I - \Delta^- A(t) \)
is not regular for at most finite number of points \( t \in (t_0, b] \) and therefore we can
choose a \( t^* \in (t_0, b] \) such that

\[ \det \left[ I - \Delta^- A(t) \right] \neq 0 \text{ for } t \in (t_0, t^*) \text{ and } \det \left[ I - \Delta^- A(t^*) \right] = 0. \]

Now, it is well known from linear algebra that in such a case there exists \( d \in \mathbb{R}^n \)
such that

\[ \left[ I - \Delta^- A(t^*) \right] c \neq d \text{ for every } c \in \mathbb{R}^n. \]  (7.4.12)

Define

\[ g(t) = \begin{cases} 
0 & \text{when } t \neq t^*, \\
\bar{x} & \text{when } t = t^*. 
\end{cases} \]

Then \( g \in \text{BV}([a, b], \mathbb{R}^n) \) and \( \Delta^- g(t^*) = \bar{x} \). Assume that equation (7.4.4) has a solution \( x \) on \([a, b]\). Then by the first part of the proof \( x = 0 \) on \([a, t^*) \), and thus also \( x(t^*-) = 0 \). By Theorem 7.4.1 \( \left[ I - \Delta^- A(t^*) \right] x(t^*) = d \) has to hold. This
is however in contradiction with the statement (7.4.12) and hence problem (7.4.4)
cannot have a solution.

If (7.4.11) does not hold, then we will analogously find a point \( t^* \in [a, t_0) \) and
a function \( g \) such that

\[ \left[ I + \Delta^+ A(t^*) \right] c \neq \Delta^+ g(t^*) \text{ for every } c \in \mathbb{R}^n, \]

which again leads to the contradiction with Theorem 7.4.1.

\[ 7.4.8 \text{ Theorem. Let } A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \text{ and } t_0 \in [a, b]. \text{ Then the initial problem (7.4.2) has exactly one solution for every function } f \in \text{BV}([a, b], \mathbb{R}^n) \text{ and every vector } \bar{x} \in \mathbb{R}^n \text{ if and only if (7.4.10) and (7.4.11) hold.} \]

\[ \text{Proof. The theorem is a corollary of Lemma 7.4.7 if we set } \\
g(t) = \bar{x} + f(t) - f(t_0) \text{ for } t \in [a, b]. \]

\[ \square \]
7.5 A priori estimates of solutions

An important role in the theory of ordinary differential equations (e.g. for the proof the uniqueness of a solution to the initial problem or for the proof of the continuous dependence of solutions on some parameters) is played by the assertion called Gronwall lemma. Below we recall its statement. Its proof can be found in the majority of textbooks on ordinary differential equations, see. e.g. Auxiliary Theorem 4.3.1 in [82].

7.5.1 Lemma (Gronwall). Let the functions \( u \) and \( p \) be continuous and non-negative on \([a, b]\), let \( K \geq 0 \) and let

\[
    u(t) \leq K + \int_a^t (p(s) u(s)) \, ds \quad \text{for } t \in [a, b].
\]

Then

\[
    u(t) \leq K \exp \left( \int_a^t p(s) \, ds \right) \quad \text{for } t \in [a, b].
\]

For our purposes, the generalization of Gronwall lemma to the Stieltjes setting will be likewise important. To deduce it, we need the following auxiliary result.

7.5.2 Lemma. If \( h : [a, b] \to [0, \infty) \) is nondecreasing and left-continuous, then

\[
    \int_a^b h^k \, dh \leq \frac{h^{k+1}(b) - h^{k+1}(a)}{k + 1} \quad \text{for every } k \in \mathbb{N} \cup \{0\}.
\]

Proof. The existence of the integral \( \int_a^b h^k \, dh \) follows from Theorem 6.3.8. Consider an arbitrary \( \varepsilon > 0 \). There exists a gauge \( \delta : [a, b] \to (0, \infty) \) such that for each \( \delta \)-fine partition \( P = (\alpha, \xi) \) of \([a, b]\), we have

\[
    \left| \int_a^b h^k \, dh - S(P) \right| < \varepsilon.
\]

Moreover, using the left-continuity of \( h \), we can assume that \( \delta \) is chosen in such a way that

\[
    h^i(\tau) - h^i(t) < \varepsilon \quad \text{for } i \in \{0, \ldots, k\}, \tau \in (a, b], t \in (\tau - \delta(\tau), \tau]. \quad (7.5.1)
\]

Now, let \( P = (\alpha, \xi) \) be an arbitrary \( \delta \)-fine partition of \([a, b]\). Then

\[
\begin{align*}
    \int_a^b h^k \, dh &= \int_a^b h^k \, dh - S(P) + S(P) < \varepsilon + S(P) \\
    &= \varepsilon + \sum_{j=1}^\nu(P) \left( h^k(\xi_j) (h(\alpha_j) - h(\xi_j)) + h^k(\xi_j) (h(\xi_j) - h(\alpha_{j-1})) \right).
\end{align*}
\]

(7.5.2)
Note that for each $j \in \{1, \ldots, \nu(P)\}$, we have

$$h^k(\xi_j) \leq \frac{1}{k+1} \sum_{i=0}^{k} h^{k-i}(\alpha_j) h^i(\xi_j)$$

(since $h$ is nondecreasing, the right-hand side corresponds to the average of $k + 1$ terms, which are all greater than or equal to $h^k(\xi_j)$). Consequently,

$$h^k(\xi_j) (h(\alpha_j) - h(\xi_j)) \leq \frac{1}{k+1} \sum_{i=0}^{k} h^{k-i}(\alpha_j) h^i(\xi_j) (h(\alpha_j) - h(\xi_j))$$

$$= \frac{1}{k+1} (h^{k+1}(\alpha_j) - h^{k+1}(\xi_j)).$$

For each $j \in \{1, \ldots, \nu(P)\}$, the inequality (7.5.1) implies that

$$h^k(\xi_j) \leq \frac{1}{k+1} \sum_{i=0}^{k} h^{k-i}(\xi_j) (h^i(\alpha_{j-1}) + \varepsilon).$$

Furthermore, since $h$ is nondecreasing, we have $h^{k-i}(\xi_j) \leq M$, where

$$M = \max\{h^i(b), i = 0, \ldots, k\}.$$

Consequently,

$$h^k(\xi_j) (h(\xi_j) - h(\alpha_{j-1}))$$

$$\leq \frac{1}{k+1} \sum_{i=0}^{k} h^{k-i}(\xi_j) (h^i(\alpha_{j-1}) + \varepsilon) (h(\xi_j) - h(\alpha_{j-1}))$$

$$= \frac{1}{k+1} \sum_{i=0}^{k} h^{k-i}(\xi_j) h^i(\alpha_{j-1}) (h(\xi_j) - h(\alpha_{j-1}))$$

$$+ \frac{\varepsilon}{k+1} \left( \sum_{i=0}^{k} h^{k-i}(\xi_j) \right) (h(\xi_j) - h(\alpha_{j-1}))$$

$$\leq \frac{1}{k+1} (h^{k+1}(\xi_j) - h^{k+1}(\alpha_{j-1})) + \varepsilon M (h(\xi_j) - h(\alpha_{j-1})).$$

By substituting the previous inequalities into (7.5.2), we get

$$\int_a^b h^k \, dh \leq \varepsilon + \frac{1}{k+1} \sum_{j=1}^{\nu(P)} (h^{k+1}(\alpha_j) - h^{k+1}(\alpha_{j-1}) + \varepsilon M (h(\xi_j) - h(\alpha_{j-1})))$$

$$\leq \varepsilon + \frac{h^{k+1}(b) - h^{k+1}(a)}{k+1} + \varepsilon M (h(b) - h(a)),$$

which completes the proof. \[ \square \]
7.5.3 Exercise. Prove the following complementary statement to Lemma 7.5.2:
If \( h : [a, b] \to [0, \infty) \) is nonincreasing and right-continuous, then

\[
\int_a^b h^k \, dh \geq \frac{h^{k+1}(b) - h^{k+1}(a)}{k+1} \quad \text{for every } k \in \mathbb{N} \cup \{0\}.
\]

7.5.4 Theorem (Generalized Gronwall Lemma). Assume that \( u : [a, b] \to [0, \infty) \) is bounded, \( h : [a, b] \to [0, \infty) \) is nondecreasing and left-continuous, \( K \geq 0 \), \( L \geq 0 \), and \( u(t) \leq K + L \int_a^t u \, dh \) for \( t \in [a, b] \).

Then

\[
u(t) \leq K \exp \left( L [h(t) - h(a)] \right) \quad \text{for } t \in [a, b].
\]

Proof. Let \( \kappa \geq 0 \) and \( w_\kappa(t) = \kappa \exp \left( L [h(t) - h(a)] \right) \) for \( t \in [a, b] \). Then

\[
\int_a^t w_\kappa \, dh = \kappa \int_a^t \exp \left( L [h(s) - h(a)] \right) \, dh(s)
= \kappa \int_a^t \left( \sum_{k=0}^{\infty} \frac{L^k}{k!} [h(s) - h(a)]^k \right) \, dh(s) \quad \text{for } t \in [a, b].
\]

Since, as is known, the series \( \sum_{k=0}^{\infty} \frac{L^k}{k!} [h(t) - h(a)]^k \) converges uniformly on \([a, b]\), we can change the order of the operations of integrating and adding. If we now use Theorem 7.5.2, where we replace the function \( h \) by the difference \( h - h(a) \), we get

\[
\int_a^t w_\kappa \, dh = \kappa \sum_{k=0}^{\infty} \frac{L^k}{k!} \int_a^t [h(s) - h(a)]^k \, dh(s) \leq \kappa \sum_{k=0}^{\infty} \left( \frac{L^k [h(t) - h(a)]^{k+1}}{(k+1)!} \right) = \kappa \frac{\exp(L [h(t) - h(a)]) - 1}{L}
\]

for \( t \in [a, b] \). This means that the function \( w_\kappa \) satisfies the inequality

\[
w_\kappa(t) \geq \kappa + L \int_a^t w_\kappa \, dh \quad \text{(7.5.5)}
\]

for every \( \kappa \geq 0 \) and \( t \in [a, b] \). Let \( \varepsilon > 0 \) be given and let \( \kappa = K + \varepsilon \) and \( v_\varepsilon = u - w_\kappa \). By subtracting the inequalities (7.5.3) and (7.5.5), we find out

\[
v_\varepsilon(t) \leq -\varepsilon + L \int_a^t v_\varepsilon \, dh \quad \text{holds for } t \in [a, b].
\]

(7.5.6)
Specially, \( v_\varepsilon (a) \leq -\varepsilon < 0 \). The remaining part of the proof will resemble the method used in the proof of Lemma \( 7.4.7 \). The functions \( u \) and \( w_n \) are evidently bounded on \([a, b]\) for every \( \kappa \geq 0 \). Hence, the function \( v_\varepsilon \) is bounded on \([a, b]\), too. By Hake’s theorem \( 6.5.5 \)(ii) we have for \( t \in (a, b) \)

\[
\int_a^t v_\varepsilon \, dh = v_\varepsilon (a) \Delta^+ h(a) + \lim_{\delta \to 0^+} \int_a^{a+\delta} v_\varepsilon \, dh \\
\leq -\varepsilon \Delta^+ h(a) + \| v_\varepsilon \| |h(t) - h(a+)| \leq \| v_\varepsilon \| |h(t) - h(a+)|,
\]

and therefore

\[
v_\varepsilon (t) \leq -\varepsilon + L \int_a^t v_\varepsilon \, dh \leq -\varepsilon + L \| v_\varepsilon \| |h(t) - h(a+)| \quad \text{for } t \in (a, b).
\]

Choose an \( \eta > 0 \) in such a way that

\[
L \| v_\varepsilon \| |h(t) - h(a+)| < \varepsilon /2 \quad \text{holds for } t \in [a, a + \eta].
\]

Then \( v_\varepsilon < 0 \) on \([a, a + \eta]\). Set \( t^* = \sup \{ \tau \in [a, b] : v_\varepsilon < 0 \ \text{on} \ [a, \tau] \} \).

We see that \( t^* > a \) and \( v_\varepsilon < 0 \) on \([a, t^*)\). By repeated using Hake’s theorem \( 6.5.5 \)(i), we get

\[
v_\varepsilon (t^*) \leq -\varepsilon + \int_a^{t^*} v_\varepsilon \, dh = -\varepsilon + L \left( v_\varepsilon (t^*) \Delta^- h(t^*) + \lim_{\delta \to 0^+} \int_a^{t^*-\delta} v_\varepsilon \, dh \right) \leq -\varepsilon < 0,
\]

from \( 7.5.6 \) as \( \Delta^- h(t^*) = 0 \) and \( \int_a^{t^*-\delta} v_\varepsilon \, dh \leq 0 \) for every \( \delta > 0 \).

If \( t^* < b \), we would repeat the previous method and show that there exists \( \theta \in (0, b - t^*) \) such that \( v_\varepsilon < 0 \) on the interval \([a, t^* + \theta]\) which is in contradiction with Definition \( t^* \). Hence \( t^* = b, \ v_\varepsilon < 0 \) on the whole \([a, b]\) and

\[
u(t) < w_n(t) = K \exp \left( L (h(t) - h(a)) \right) + \varepsilon \exp \left( L (h(t) - h(a)) \right) \quad \text{for } t \in [a, b].
\]

Since \( \varepsilon > 0 \) was arbitrary, it means that \( 7.5.4 \) holds. \( \square \)

7.5.5 Exercise. Prove the following variant of Theorem 7.5.4:

Let \( u : [a, b] \to [0, \infty) \) be bounded on \([a, b]\), \( h : [a, b] \to [0, \infty) \) be nondecreasing and continuous from right on \((a, b]\), \( K \geq 0, \ L \geq 0 \) and

\[
u(t) \leq K + L \int_t^b u \, dh \quad \text{for } t \in [a, b]. \quad (7.5.7)
\]

Then

\[
u(t) \leq K \exp \left( L [h(b) - h(t)] \right) \quad \text{for } t \in [a, b]. \quad (7.5.8)
\]
7.5.6 Remark. More general versions of generalized Gronwall lemma are included in the monographs by Š. Schwabik [122] (see Theorem 1.40) and J. Kurzweil [85] (see chapter 22).

In the following theorem, we will use generalized Gronwall lemma for deriving an important estimate for the solution of the problem (7.4.2).

7.5.7 Theorem. Let $t_0 \in [a, b]$ and $A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$ meet the conditions (7.4.10) and (7.4.11), $f \in G([a, b], \mathbb{R}^n)$, $\tilde{x} \in \mathbb{R}^n$ and let $x$ be a solution of the initial problem (7.4.2) on $[a, b]$. Then

$$\var_a^b (x - f) \leq (\var_a^b A) \|x\| < \infty, \quad (7.5.9)$$

$$c_{(A,t_0)} := \max \left\{ 1, \sup_{t \in (t_0, b)} \left| [I - \Delta^- A(t)]^{-1} \right|, \sup_{t \in [a,t_0)} \left| [I + \Delta^+ A(t)]^{-1} \right| \right\} < \infty, \quad (7.5.10)$$

$$|x(t)| \leq c_{(A,t_0)} \left( |\tilde{x}| + 2 \|f\| \right) \exp \left( 2 c_{(A,t_0)} \var_{t_0}^t A \right) \text{ for } t \in [t_0, b], \quad (7.5.11)$$

$$|x(t)| \leq c_{(A,t_0)} \left( |\tilde{x}| + 2 \|f\| \right) \exp \left( 2 c_{(A,t_0)} \var_{t_0}^t A \right) \text{ for } t \in [a, t_0]. \quad (7.5.11)$$

Proof. a) For any division $\alpha$ of the interval $[a, b]$, we have

$$\sum_{j=1}^{\nu(\alpha)} \left| x(\alpha_j) - f(\alpha_j) - x(\alpha_{j-1}) + f(\alpha_{j-1}) \right|$$

$$= \sum_{j=1}^{\nu(\alpha)} \left| \int_{\alpha_{j-1}}^{\alpha_j} d[A] x \right| \leq \sum_{j=1}^{\nu(\alpha)} \left[ (\var_{\alpha_{j-1}}^{\alpha_j} A) \|x\| \right] = (\var_{a}^{b} A) \|x\| < \infty.$$  

This gives immediately (7.5.9).

b) Let $t \in (t_0, b]$ be such that $|\Delta^- A(t)| \leq \frac{1}{2}$. Then, using Lemma 7.3.2, we get

$$\left| [I - \Delta^- A(t)]^{-1} \right| \leq \frac{1}{1 - |\Delta^- A(t)|} < 2.$$

Since the set $\{ t \in [a, b]: |\Delta^- A(t)| > \frac{1}{2} \}$ has at most finitely many elements, Corollary 4.1.7 implies that

$$\sup_{t \in (t_0, b]} \left| [I - \Delta^- A(t)]^{-1} \right| < \infty.$$

Similarly, we would argue to prove that

$$\sup_{t \in [a, t_0]} \left| [I + \Delta^+ A(t)]^{-1} \right| < \infty.$$
To summarize, (7.5.10) is true.

c) Let $x$ satisfy (7.4.2). Set

$$B(t) = \begin{cases} A(t) & \text{if } t \in [a, t_0], \\ A(t-) & \text{if } t \in (t_0, b]. \end{cases}$$

Obviously, $A(t) - B(t) = \Delta^- A(t)$ and

$$\text{var}_{t_0}^t (B - A) = \sum_{s \in (t_0, t]} |\Delta^- A(s)| \leq \text{var}_{t_0}^t A$$

for $t \in (t_0, b]$ (see Corollary 2.3.8). Hence

$$A - B \in BV([a, b], \mathbb{R}^n) \quad \text{and} \quad \text{var}_{t_0}^t B \leq 2 \text{var}_{t_0}^t A.$$ 

Furthermore, $\Delta^+ B(t_0) = \Delta^+ A(t_0)$ and hence, using Corollary 6.3.16, we get

$$\int_{t_0}^t d[A - B] x = \Delta^- A(t) x(t) \quad \text{for } t \in (t_0, b].$$

The equation (7.4.2) is thus reduced to

$$[I - \Delta^- A(t)] x(t) = \bar{x} + \int_{t_0}^t d[B] x + f(t) - f(t_0) \quad \text{for } t \in [t_0, b].$$

From here and having in mind that $c_{(A, t_0)} \geq 1$ we easily derive the inequality

$$|x(t)| \leq K + L \int_{t_0}^t |x| \, dh \quad \text{for } t \in [t_0, b],$$

where

$$K = c_{(A, t_0)} \left( |\bar{x}| + 2 \|f\| \right), \quad L = c_{(A, t_0)} \quad \text{and} \quad h(t) = \text{var}_{t_0}^t B.$$ 

The function $h$ is nondecreasing on $[t_0, b]$. Moreover, since $B$ is continuous from the left on $(t_0, b]$, the function $h$ is by Lemma 2.3.3 also continuous from the left on $(t_0, b]$. Now, applying the Generalized Gronwall Lemma 7.5.4 we get finally the former inequality in (7.5.11).

For the proof of the latter inequality in (7.5.11) we can argue in a similar way, while using the variation of the generalized Gronwall inequality from Exercise 7.5.5.

7.5.8 Exercise. Under the assumptions of Theorem 7.5.7 prove the inequalities

$$0 \leq \sup_{t \in [a, t_0)} \left| [I + \Delta^+ A(t)]^{-1} \right| < \infty$$

and

$$|x(t)| \leq c_{(A, t_0)} \left( |\bar{x}| + 2 \|f\| \right) \exp \left( 2 c_{(A, t_0)} \text{var}_{t_0}^t A \right) \quad \text{for } t \in [a, t_0]$$

in details.
Let $t_0 \in [a, b]$ and $A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$ meet the conditions (7.4.10) and (7.4.11), $\tilde{x} \in \mathbb{R}^n$, $f \in \mathcal{G}([a, b], \mathbb{R}^n)$ and let $x$ be a solution of problem (7.4.2) on $[a, b]$. Also, let $y$ be a solution of

$$y(t) = \tilde{y} - \int_{t_0}^{t} dA y = g(t) - g(t_0)$$

on $[a, b]$, where $g \in \mathcal{G}([a, b], \mathbb{R}^n)$ and $\tilde{y} \in \mathbb{R}^n$. Then

$$(x(t) - y(t)) = (\tilde{x} - \tilde{y}) + \int_{t_0}^{t} dA (x - y) + (f(t) - g(t)) - (f(t_0) - g(t_0))$$

for $t \in [a, b]$. Thus, by Theorem 7.5.7 we have

$$\| x - y \| \leq c(A, t_0) \left( |\tilde{x} - \tilde{y}| + 2 \| f - g \| \right) \exp \left( 2 c(A, t_0) \text{var}^{b}_{a} A \right),$$

where $c(A, t_0) \in (0, \infty)$ is defined in (7.5.10). We see that the „distance“ between the solutions of initial problems (7.4.2) and (7.6.1) is proportional to the „distance“ between the input data (i.e. the initial values of $\tilde{x}$, $\tilde{y}$ and the right hand side $f, g$) of these equations. This phenomenon is described in more details by the following theorem.

**Theorem.** Let $t_0 \in [a, b]$ and $A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$ satisfy (7.4.10) and (7.4.11). Further, let $f, f \in \mathcal{G}([a, b], \mathbb{R}^n)$ and $\tilde{x}, \tilde{x}_k \in \mathbb{R}^n$ for $k \in \mathbb{N}$ are such that

$$\lim_{k \to \infty} \| f_k - f \| = 0$$

and

$$\lim_{k \to \infty} \tilde{x}_k = \tilde{x}.$$  

Finally, let for each $k \in \mathbb{N}$ the initial problem

$$x_k(t) = \tilde{x}_k - \int_{t_0}^{t} dA x_k = f_k(t) - f_k(t_0)$$

have a solution $x_k$ on $[a, b]$. Then problem (7.4.2) has a solution $x$ on $[a, b]$ and

$$\lim_{k \to \infty} \| x_k - x \| = 0.$$
Proof. a) As a consequence of (7.6.2) and (7.6.3), there exists an \( k_0 \) such that
\[
\|f_k\| \leq \|f\| + 1 \quad \text{and} \quad |x_k| \leq |x| + 1 \quad \text{for} \quad k \geq k_0.
\]
Thus, by Theorem [7.5.7] we have
\[
\|x_k\| \leq \varkappa_0 < \infty \quad \text{for} \quad k \geq k_0,
\]
where
\[
\varkappa_0 = c(A,t_0) \left( |x| + 2 \|f\| + 3 \right) \exp \left( 2 c(A,t_0) \var B_a A \right)
\]
does not depend on \( k \). Furthermore, by the same theorem, we also have
\[
\var B_a (x_k - f_k) \leq \varkappa_0 \var B_a A < \infty \quad \text{for} \quad k \geq k_0.
\]
Now, by Helly’s Selection Theorem (Theorem 2.7.4) there are \( y \in BV([a, b], \mathbb{R}^n) \) and an increasing sequence \( \{k_\ell\} \subset \mathbb{N} \) such that \( k_1 \geq k_0 \),
\[
\|y\|_{BV} \leq 2 \max \{ \varkappa_0 \var B_a A, \varkappa_0 + \|f\| + 1 \}
\]
and
\[
\lim_{\ell \to \infty} (x_{k_\ell}(t) - f_{k_\ell}(t)) = y(t) \quad \text{for} \quad t \in [a, b].
\]
Having in mind (7.6.2), we see that the limit
\[
x(t) := \lim_{\ell \to \infty} x_{k_\ell}(t)
\]
exists for every \( t \in [a, b] \). By (7.6.6) the sequence \( \{x_{k_\ell}\} \) is uniformly bounded. Hence, using the Bounded Convergence Theorem (Theorem ??), we get
\[
\lim_{\ell \to \infty} \int_{t_0}^{t} dA x_{k_\ell} = \int_{t_0}^{t} dA x \quad \text{for each} \quad t \in [a, b].
\]
Moreover, letting \( \ell \to \infty \) in (7.6.4) (and therefore using assumptions (7.6.2) and (7.6.3)), we find out that \( x \) is a solution to problem (7.4.2) on \([a, b]\).

b) If for every \( k \in \mathbb{N} \) we repeat the arguments from the introduction to this section with \( y \) replaced by \( x_k \), \( g \) replaced by \( f_k \) and \( \bar{y} \) replaced by \( \bar{x} - k \), we will find out that
\[
\|x_k - x\| \leq K \left( |\bar{x} - \bar{x}_k| + 2 \|f - f_k\| \right)
\]
holds for every \( k \in \mathbb{N} \), where
\[
K = c(A,t_0) \exp \left( 2 c(A,t_0) \var B_a A \right) < \infty
\]
does not depend on \( k \). Therefore, (7.6.5) holds, too. \( \square \)

Now we are ready to extend Theorem [7.4.8] to the general case of \( f \in G([a, b], \mathbb{R}^n) \). The existence results, which we have up to now at our disposal, applies only to the cases when the right hand side \( f \) has a bounded variation on \([a, b]\).
**7.6.2 Theorem.** Let $A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$, $t_0 \in [a, b]$ and let (7.4.10) and (7.4.11) hold.

Then the initial problem (7.4.2) has exactly one solution on $[a, b]$ for every function $f \in G([a, b], \mathbb{R}^n)$ and every vector $\tilde{x} \in \mathbb{R}^n$.

**Proof.** a) If we have two solutions $x, y$ of the problem (7.4.2) on the interval $[a, b]$, their difference on $[a, b]$ will be a solution of homogeneous problem (7.4.5) which however has only trivial solution by Lemma 7.4.7. Therefore, $x \equiv y$ has to hold on $[a, b]$.

b) Set $\tilde{x}_k = \tilde{x}$ for $k \in \mathbb{N}$. By Theorem 4.1.5 there exists a sequence $\{f_k\}$ of step functions (therefore of functions from $\text{BV}([a, b], \mathbb{R}^n)$) which converges uniformly on $[a, b]$ to $f$. By Theorem 7.4.8 there exists exactly one solution $x_k$ of the problem (7.6.4) for every $k \in \mathbb{N}$ and by Theorem 7.6.1 the sequence $\{x_k\}$ converges uniformly to the solution of problem (7.4.2).

In the remaining part of the section, we will investigate the initial problem

$$x(t) - \tilde{x} - \int_{t_0}^{t} dA x = f(t) - f(t_0) \quad (7.6.7)$$

as the limit of the problems

$$x_k(t) - \tilde{x}_k - \int_{t_0}^{t} dA_k x_k = f_k(t) - f_k(t_0), \quad (7.6.8)$$

where the kernels $A_k$ depend on the parameter $k \in \mathbb{N}$. This case is slightly more complicated than the one we dealt with in Theorem 7.6.1. First, we will prove convergence theorem for KS-integrals for the situation which is not covered by the theorems from the Chapter 6.

**7.6.3 Theorem.** Let $f, f_k \in G([a, b], \mathbb{R}^n)$, $A, A_k \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$ for $k \in \mathbb{N}$. Assume that conditions (7.6.2),

$$\lim_{k \to \infty} \|A_k - A\| = 0 \quad (7.6.9)$$

and

$$\alpha^* := \sup_{k \in \mathbb{N}} \text{var}_a^b A_k < \infty \quad (7.6.10)$$

are satisfied. Then

$$\lim_{k \to \infty} \left( \sup_{t \in [a, b]} \left| \int_{a}^{t} dA_k f_k - \int_{t}^{t} dA f \right| \right) = 0.$$
Proof. Let $\varepsilon > 0$ be given. By Theorem 4.1.5 we can choose a function $\phi: [a, b] \to \mathbb{R}^n$ such that its every component is a step function on $[a, b]$ and at the same time, $\|f - \phi\| < \varepsilon$. Moreover, by (7.6.2) and (7.6.9) we can choose a $k_0 \in \mathbb{N}$ such that

$$
\|f_k - f\| < \varepsilon \quad \text{and} \quad \|A_k - A\| < \varepsilon \quad \text{for} \quad k \geq k_0.
$$

For given $t \in [a, b]$ and $k \geq k_0$, using Theorems 6.3.4 and 6.3.5, we get

$$
\left| \int_a^t dA_k f_k - \int_a^t dA f \right|
\leq \left| \int_a^t dA_k (f_k - \phi) \right| + \left| \int_a^t d[A_k - A] \phi \right| + \left| \int_a^t dA (\phi - f) \right|
\leq (\text{var}_a^b A_k) \|f_k - \phi\| + 2 \|A_k - A\| \|\phi\|_{BV} + (\text{var}_a^b A) \|\phi - x\|
\leq \alpha^* (\|f_k - f\| + \|f - \phi\|) + 2 \|A_k - A\| \|\phi\|_{BV} + (\text{var}_a^b A) \|\phi - f\|
\leq (2 \alpha^* + 2 \|\phi\|_{BV} + \text{var}_a^b A) \varepsilon = K \varepsilon,
$$

where

$$
K = (2 \alpha^* + 2 \|\phi\|_{BV} + \text{var}_a^b A) \in (0, \infty)
$$

does not depend neither on $k$ nor on $t$. This completes the proof. \qed

The following auxiliary statement will be useful, too.

7.6.4 Lemma. If $A, A_k \in G([a, b], \mathbb{R}^n)$ for $k \in \mathbb{N}$ are such that $A_k \Rightarrow A$ on $[a, b]$, then the following statements hold:

1. If $I - \Delta^- A(t)$ is invertible for each $t \in (t_0, b]$, then there exists a $k_0 \in \mathbb{N}$ such that $I - \Delta^- A_k(t)$ is invertible for all $k \geq k_0$, $t \in (t_0, b]$. Moreover,

$$
\sup_{t \in (t_0, b]} \left| (I - \Delta^- A_k(t))^{-1} \right| < 2 \sup_{t \in (t_0, b]} \left| (I - \Delta^- A(t))^{-1} \right| \quad (7.6.11)
$$

for each $k \geq k_0$.

2. If $I + \Delta^+ A(s)$ is invertible for each $s \in [a, t_0)$, then there exists a $k_0 \in \mathbb{N}$ such that $I + \Delta^+ A_k(s)$ is invertible for all $k \geq k_0$, $t \in [a, t_0)$. Moreover,

$$
\sup_{t \in [a, t_0)} \left| (I + \Delta^+ A_k(s))^{-1} \right| < 2 \sup_{t \in [a, t_0)} \left| (I + \Delta^+ A(s))^{-1} \right| \quad (7.6.12)
$$

for each $k \geq k_0$. 

Proof. We prove the first statement; the proof of the second one is similar and is left to the reader.

According to the proof of Theorem 7.5.7, the quantity

\[ c = \sup_{t \in (t_0, b]} \left| (I - \Delta^- A(t))^{-1} \right| \]

is finite. By Lemma 4.2.3, we have \( \Delta^- A_k \equiv \Delta^- A \) on \([a, b]\). Thus, there exists a \( k_0 \in \mathbb{N} \) such that

\[ |\Delta^- A_k(t) - \Delta^- A(t)| \leq \frac{1}{4(c + 1)} \] (7.6.13)

for all \( t \in [a, b] \), \( k \geq k_0 \). For \( t \in (t_0, b) \), we can write

\[ I - \Delta^- A_k(t) = (I - \Delta^- A(t)) - (\Delta^- A_k(t) - \Delta^- A(t)) \]

\[ = (I - \Delta^- A(t))(I - T_k(t)), \]

where

\[ T_k(t) = (I - \Delta^- A(t))^{-1}(\Delta^- A_k(t) - \Delta^- A(t)). \]

To prove that \( I - \Delta^- A_k(t) \) is invertible, it suffices to show that \( I - T_k(t) \) is invertible. By (7.6.13) we have

\[ |T_k(t)| \leq \left| (I - \Delta^- A(t))^{-1} \right| \cdot |\Delta^- A_k(t) - \Delta^- A(t)| < \frac{1}{4} \]

for all \( t \in (t_0, b) \), \( k \geq k_0 \). Thus, Lemma 7.3.3 guarantees that \( I - T_k(t) \) and consequently also \( I - \Delta^- A_k(t) \) are invertible; moreover, \( |(I - T_k(t))^{-1}| < 2 \). Hence, it follows that

\[ \left| (I - \Delta^- A_k(t))^{-1} \right| \leq \left| (I - T_k(t))^{-1} \right| \cdot \left| (I - \Delta^- A(t))^{-1} \right| < 2 \left| (I - \Delta^- A(t))^{-1} \right|, \]

which proves the estimate (7.6.11). \( \square \)

7.6.5 Exercise. Prove the second part of Lemma 7.6.4.

Now we are ready to formulate and prove the main result of this section.

7.6.6 Theorem. Let \( A, A_k \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \), \( f, f_k \in G([a, b], \mathbb{R}^n) \), \( \tilde{x}, \tilde{x}_k \in \mathbb{R}^n \) for all \( k \in \mathbb{N} \), where \( A_k \Rightarrow A \), \( f_k \Rightarrow f \), \( \tilde{x}_k \to \tilde{x} \) for \( k \to \infty \). Furthermore, assume that \( \sup_{k \in \mathbb{N}} \text{var}_a^b A_k < \infty \) and conditions (7.4.10), (7.4.11) hold.

Then there exists a \( k_0 \in \mathbb{N} \) such that for every \( k \geq k_0 \), the equation

\[ x_k(t) = \tilde{x}_k + \int_a^t dA_k x_k + f_k(t) - f_k(a), \quad t \in [a, b], \] (7.6.14)
has a unique solution $x_k : [a, b] \rightarrow \mathbb{R}^n$. Moreover, $x_k \Rightarrow x$, where $x : [a, b] \rightarrow \mathbb{R}^n$ is the unique solution of the equation
\[
x(t) = \tilde{x} + \int_a^t dA x + f(t) - f(a), \quad t \in [a, b]. \tag{7.6.15}
\]

**Proof.** By Lemma 7.6.4, there is a $k_0 \in \mathbb{N}$ such that if $k \geq k_0$, $I - \Delta^- A_k(t)$ is invertible for all $t \in (t_0, b]$, and $I + \Delta^+ A_k(t)$ is invertible for all $t \in [a, t_0)$. Hence, Theorem 7.6.2 implies that equation (7.6.14) has a unique solution $x_k : [a, b] \rightarrow \mathbb{R}^n$ for every $k \geq k_0$, and equation (7.6.15) has a unique solution $x : [a, b] \rightarrow \mathbb{R}^n$. Let

\[
w_k = (x_k - f_k) - (x - f), \quad k \in \mathbb{N}.
\]

Then $x_k - x = w_k + (f_k - f)$, and the theorem will be proved if we show that $w_k \Rightarrow 0$. Observe that

\[
w_k(t) = \tilde{w}_k + \int_a^t dA_k w_k + h_k(t) - h_k(a) \quad \text{for } k \in \mathbb{N} \text{ and } t \in [a, b],
\]

where $\tilde{w}_k = (\tilde{x}_k - f_k(a)) - (\tilde{x} - f(a))$, and

\[
h_k(t) = \int_a^t [dA_k - A] (x - f) + \left( \int_a^t dA_k f_k - \int_a^t dA f \right) . \tag{7.6.16}
\]

If we denote $\alpha^* = \sup_{k \in \mathbb{N}} \var\|_a^b A_k$, then it follows from Theorem 7.5.7 that

\[
|w_k(t)| \leq c_k \left( |\tilde{w}_k| + 2 \|h_k\| \right) \exp \left( 2 c_k \alpha^* \right), \quad t \in [a, b], \quad k \in \mathbb{N}
\]

where

\[
c_k = \max \left\{ 1, \sup_{t \in \{a, t_0\}} |I - \Delta^- A_k(t)|^{-1}, \sup_{t \in \{a, b\}} |I + \Delta^+ A_k(t)|^{-1} \right\}.
\]

The sequence $\{c_k\}$ is bounded, because Lemma 7.6.4 implies

\[
c_k \leq \max \left\{ 1, 2 \sup_{t \in \{a, t_0\}} |I - \Delta^- A(t)|^{-1}, 2 \sup_{t \in \{a, b\}} |I + \Delta^+ A(t)|^{-1} \right\}.
\]

Next, notice that $\tilde{w}_k = \tilde{x}_k - \tilde{x} + f(a) - f_k(a) \rightarrow 0$. Hence, to show that $w_k \Rightarrow 0$, it is enough to prove that $h_k \Rightarrow 0$.

By Theorem 7.6.3, we have

\[
\lim_{k \rightarrow \infty} \sup_{t \in [a, b]} \left| \int_a^t dA_k f_k - \int_a^t dA f \right| = 0. \tag{7.6.17}
\]
From Theorem 6.3.5 we have the estimate
\[
\left| \int_a^t d[A_k - A] (x - f) \right| \leq 2 \|A_k - A\| \|x - f\|_{BV} \quad \text{for } t \in [a, b].
\]
Since \((x - f) \in BV([a, b], \mathbb{R}^n)\) by Theorem 7.5.7, it follows that
\[
\lim_{k \to \infty} \sup_{t \in [a,b]} \left| \int_a^t d[A_k - A] (x - f) \right| = 0.
\]
(7.6.18)

Taking into account (7.6.17)–(7.6.18), we see from (7.6.16) that \(h_k \to 0\), and the proof is complete.

## 7.7 Fundamental matrices

The equation
\[
x(t) - x(s) - \int_s^t dA x = 0
\]
(7.7.1)
is a generalization of a homogeneous system of linear ordinary differential equations. Assume that \(A \in BV([a, b], L(\mathbb{R}^n))\), \(t_0 \in [a, b]\), and conditions (7.4.10) and (7.4.11) are satisfied. For every \(\bar{x} \in \mathbb{R}^n\), Theorem 7.4.8 (with \(f = 0\) on \([a, b]\)) implies that equation (7.7.1) has a unique solution \(x : [a, b] \to \mathbb{R}^n\) satisfying \(x(t_0) = \bar{x}\). By the first part of Corollary 6.5.4, the solution \(x\) is a regulated function. Thus, the second part of the same corollary implies that \(x\) has bounded variation.

Clearly, the relation between solutions \(x\) of (7.7.1) and their values at the point \(t_0\) is a one-to-one correspondence. It is easy to verify that if \(x, y\) are solutions of (7.7.1) on \([a, b]\) and \(c_1, c_2 \in \mathbb{R}\), then \(c_1 x + c_2 y\) is also a solution of (7.7.1) on \([a, b]\). These observations are summarized in the following statement.

### 7.7.1 Theorem
Let \(A \in BV([a, b], L(\mathbb{R}^n))\) and let (7.4.10) and (7.4.11) hold. Then the set of all solutions of equation (7.7.1) on \([a, b]\) is a linear subspace of \(BV([a, b], \mathbb{R}^n)\) having dimension \(n\).

We now introduce an analogue of the classical notion of a fundamental matrix.

### 7.7.2 Definition
A matrix-valued function \(X : [a, b] \to L(\mathbb{R}^n)\) is called a fundamental matrix of equation (7.7.1) on the interval \([a, b]\) if
\[
X(t) = X(s) + \int_s^t dA X \quad \text{for all } t, s \in [a, b]
\]
(7.7.2)
and \(\det X(t) \neq 0\) for at least one \(t \in [a, b]\).
7.7.3 Remark. If a matrix-valued function $X$ satisfies the relation (7.7.2), then it is easy to verify that for any $c \in \mathbb{R}^n$, the function $x(t) = X(t)c$ is a solution to (7.7.1).

7.7.4 Lemma. Assume that $A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$, $t_0 \in [a, b]$, and conditions (7.4.10) and (7.4.11) are satisfied.

Then for every matrix $\tilde{X} \in \mathcal{L}(\mathbb{R}^n)$, there exists a unique matrix-valued function $X_{t_0} \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$ such that

$$X_{t_0}(t) = \tilde{X} + \int_{t_0}^{t} dA X_{t_0} \quad \text{for all } t \in [a, b].$$

(7.7.3)

Proof. For each $k \in \{1, \ldots, n\}$, let $\tilde{x}_k$ denote the $k$-th column of the matrix $\tilde{X}$. Thus, $\tilde{x}_k \in \mathbb{R}^n$ for $k = 1, \ldots, n$, and $\tilde{X} = (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_n)$. For each $k \in \{1, \ldots, n\}$, Theorem 7.4.8 implies the existence of a unique function $x_k : [a, b] \rightarrow \mathbb{R}^n$ satisfying the equation

$$x_k(t) - \tilde{x}_k - \int_{t_0}^{t} dA x_k = 0 \quad \text{for } t \in [a, b].$$

By Corollary 6.5.4, $x_k$ has bounded variation on $[a, b]$. The function

$$X_{t_0}(t) = (x_1(t), x_2(t), \ldots, x_n(t))$$

(i.e., the matrix-valued function with the columns $x_k$, $k = 1, \ldots, n$) is therefore a unique solution of (7.7.3) and has bounded variation on $[a, b]$. \qed

7.7.5 Remark. If $t_0 \in [a, b]$, $\tilde{X} \in \mathcal{L}(\mathbb{R}^n)$ and $X_{t_0}$ is the function defined by Lemma 7.7.4, then the function $X = X_{t_0}$ obviously satisfies (7.7.2). Therefore, $X$ is a fundamental matrix of equation (7.7.1) whenever $\det \tilde{X} \neq 0$.

For simplicity, we will now assume that

$$
\left\{
\begin{array}{l}
\det(I - \Delta^- A(t)) \neq 0 \quad \text{for every } t \in (a, b], \\
\det(I + \Delta^+ A(s)) \neq 0 \quad \text{for every } s \in [a, b).
\end{array}
\right.
$$

(7.7.4)

7.7.6 Lemma. If $A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$, condition (7.7.4) holds, and $X$ is a fundamental matrix of (7.7.1) on $[a, b]$, then

$$\det X(t) \neq 0 \quad \text{for each } t \in [a, b].$$

(7.7.5)

Proof. If $X$ is a fundamental matrix of (7.7.1) and (7.7.5) does not hold, then there exist points $\tau_0, \tau_1 \in [a, b]$ such that

$$\det X(\tau_0) \neq 0 \quad \text{and} \quad \det X(\tau_1) = 0.$$
The latter equality implies that the columns $x_1(\tau_1), x_2(\tau_1), \ldots, x_n(\tau_1)$ of the matrix $X(\tau_1)$ are linearly dependent. Hence, there are coefficients $c_1, c_2, \ldots, c_n \in \mathbb{R}$, not all zero, such that

$$\sum_{k=1}^{n} c_k x_k(\tau_1) = 0.$$ 

Set $x(t) = \sum_{k=1}^{n} c_k x_k(t)$ for each $t \in [a, b]$. Then $x$ is a solution to (7.7.1) (see Remark 7.7.3) with $x(\tau_1) = 0$, i.e., $x$ is a solution of the initial-value problem

$$x(t) = \int_{\tau_1}^{t} dA x \quad \text{for} \quad t \in [a, b].$$

However, the same equation also has the trivial solution. Since Theorem 7.4.8 guarantees uniqueness of solutions (note that (7.7.4) implies that conditions (7.4.10) and (7.4.11) are satisfied for $t_0 = \tau_1$), we necessarily have $x = 0$ on $[a, b]$. In particular,

$$x(\tau_0) = \sum_{k=1}^{n} c_k x_k(\tau_0) = 0,$$

which contradicts the assumption that $\det X(\tau_0) \neq 0$. 

For functions of two variables, we use the following notation.

7.7.7 Notation. Consider a function $U : [a, b] \times [a, b] \to \mathcal{L}(\mathbb{R}^n)$. For each fixed $\tau \in [a, b]$, the symbol $U(\tau, \cdot)$ stands for the function $s \mapsto U(\tau, s)$ of a single variable $s \in [a, b]$. Similarly, the symbol $U(\cdot, \tau)$ denotes the function $t \mapsto U(t, \tau)$ of a single $t \in [a, b]$. Finally, we let

$$U(\tau, s+) = \lim_{\delta \to 0^+} U(\tau, s + \delta), \quad U(\tau, s-) = \lim_{\delta \to 0^+} U(\tau, s - \delta),$$

$$U(t+, \tau) = \lim_{\delta \to 0^+} U(t + \delta, \tau), \quad U(t-, \tau) = \lim_{\delta \to 0^+} U(t - \delta, \tau)$$

whenever the limits exist.

The following assertion follows from Lemmas 7.4.4 and 7.4.6.

7.7.8 Theorem. If $A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n))$ satisfies (7.7.1), then there exists a unique matrix-valued function $U : [a, b] \times [a, b] \to \mathcal{L}(\mathbb{R}^n)$ such that

$$U(t, s) = I + \int_{s}^{t} d[A(\tau)] U(\tau, s) \quad \text{for all} \quad t, s \in [a, b] \times [a, b]. \quad (7.7.6)$$

For each $t_0 \in [a, b]$, the function $U(\cdot, t_0)$ is a fundamental matrix of (7.7.1) on $[a, b]$. Furthermore, $U$ has the following properties:
(i) \( U(\cdot, s) \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \) for every \( s \in [a, b] \).

(ii) \( U(t, t) = I \) for every \( t \in [a, b] \).

(iii) \( \det U(t, s) \neq 0 \) for all \( t, s \in [a, b] \).

**Proof.** For each \( t, s \in [a, b] \), let \( U(t, s) = X(s)(t) \), where \( X(s) \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \) is the unique matrix-valued function satisfying

\[
X(s)(t) = I + \int_s^t dA X(s) \quad \text{for} \quad t \in [a, b].
\]

(see Lemma 7.7.4). Then \( U \) satisfies equation (7.7.6) and \( U(t, t) = I \) for \( t \in [a, b] \).

By Remark 7.7.5, this means that for every \( t_0 \in [a, b] \), the function \( U(\cdot, t_0) \) is a fundamental matrix of (7.7.1) on \([a, b]\). Finally, the fact that \( \det U(t, s) \neq 0 \) for all \( t, s \in [a, b] \) follows from Lemma 7.7.6.

**7.7.9 Theorem.** Assume that \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \), \( t_0 \in [a, b] \), \( \tilde{x} \in \mathbb{R}^n \), (7.7.4) holds and \( U \) is the matrix-valued function defined by Theorem 7.7.8. Then \( x : [a, b] \to \mathbb{R}^n \) is a solution of the initial-value problem

\[
x(t) - \tilde{x} - \int_{t_0}^t dA x = 0 \tag{7.7.7}
\]
on \([a, b]\) if and only if

\[
x(t) = U(t, t_0) \tilde{x} \quad \text{for} \quad t \in [a, b]. \tag{7.7.8}
\]

**Proof.** The function \( x \) given by the relation (7.7.8) is a solution of (7.7.7), because (7.7.6) implies

\[
\int_{t_0}^t dA x = \int_{t_0}^t dA(\tau) U(\tau, s) \tilde{x} = (U(t, t_0) - I) \tilde{x} = x(t) - \tilde{x} \quad \text{for} \quad t \in [a, b].
\]

By Theorem 7.4.8 this solution of (7.7.7) is necessarily unique.

**7.7.10 Definition.** If \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \) and conditions (7.7.4) hold, then the matrix-valued function \( U \) defined by Theorem 7.7.8 is called the Cauchy matrix of equation (7.7.1) on \([a, b]\).

**7.7.11 Corollary.** Let \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \), \( t_0 \in [a, b] \) and \( \tilde{X} \in \mathcal{L}(\mathbb{R}^n) \). Further, assume that conditions (7.7.4) hold and \( U \) is the Cauchy matrix of (7.7.1) on \([a, b]\). Then a matrix-valued function \( X : [a, b] \to \mathcal{L}(\mathbb{R}^n) \) satisfies the equation

\[
X(t) = \tilde{X} + \int_{t_0}^t dA X
\]

if and only if \( X(t) = U(t, t_0) \tilde{X} \) for all \( t \in [a, b] \).
Proof. For each \( k = 1, \ldots, n \), if \( x_k \) is the \( k \)-th column of the matrix-valued function \( X \), we know from Theorem 7.7.9 that

\[
x_k(t) = U(t, t_0) \tilde{x}_k \quad \text{for all } t \in [a, b],
\]

where \( \tilde{x}_k \) is the \( k \)-th column of the matrix \( \tilde{X} \). This completes the proof. \( \square \)

7.7.12 Theorem. If \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \), the conditions (7.7.4) are satisfied and \( U \) is the Cauchy matrix of (7.7.1) on \([a, b]\), then the relations

\[
U(t, r) U(r, s) = U(t, s), \quad (7.7.9)
\]

\[
(U(t, r))^{-1} = U(r, t) \quad (7.7.10)
\]

hold for any triplet of points \( t, s, r \in [a, b] \).

Proof. Let \( r, s \in [a, b] \) be given. Using the definition of \( U \), we have

\[
U(t, s) = I + \int_{a}^{t} \mathbf{d}[A(\tau)] U(\tau, s)
= I + \int_{a}^{r} \mathbf{d}[A(\tau)] U(\tau, s) + \int_{r}^{t} \mathbf{d}[A(\tau)] U(\tau, s)
= U(r, s) + \int_{r}^{t} \mathbf{d}[A(\tau)] U(\tau, s)
\]

for all \( t \in [a, b] \). Hence, the relation (7.7.9) follows by Corollary 7.7.11.

Inserting \( s = t \), we get

\[
U(t, r) U(r, t) = U(t, t) = I,
\]

which implies relation (7.7.10). \( \square \)

7.7.13 Remark. If \( U \) is the Cauchy matrix for equation (7.7.1) on \([a, b]\), then, by Theorem 7.7.12, we have

\[
U(t, s) = U(t, a) U(a, s) = U(t, a) U(s, a)^{-1} \quad \text{for all } t, s \in [a, b].
\]

Thus, if we set \( X(t) = U(t, a) \) for \( t \in [a, b] \), then

\[
U(t, s) = X(t) X(s)^{-1}
\]

for all \( t, s \in [a, b] \). Obviously, \( X \) is a fundamental matrix for (7.7.1) on \([a, b]\).

In the rest of this section, we will describe some additional properties of the Cauchy matrix of (7.7.1) on \([a, b]\).
7.7.14 Theorem. Let \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \), let (7.7.14) hold and let \( U \) be the Cauchy matrix of (7.7.14) on \([a, b]\). Then there exists an \( M \in (0, \infty) \) such that

\[
|U(t, s)| + \var^b_a U(\cdot, s) + \var^b_a U(t, \cdot) \leq M \quad \text{for all } t, s \in [a, b].
\]  

(7.7.11)

Proof. a) For \( k \in \{1, \ldots, n\} \), let \( e_k \) stand for the \( k \)th column of the unit matrix \( I \). Then \( |e_k| = 1 \) for every \( k \in \{1, \ldots, n\} \). By Theorem (7.5.7), for \( t, s \in [a, b] \) and \( k \in \{1, \ldots, n\} \), we have

\[
|u_k(t, s)| \leq M_1 := c_A \exp\left(2 \var^b_a A\right) < \infty,
\]  

(7.7.12)

where, thanks to assumption (7.7.4), we can set

\[
c_A := \max \left\{1, \sup_{t \in [a, b]} \left|[I - \Delta^- A(t)]^{-1}\right|, \sup_{t \in [a, b]} \left|[I + \Delta^+ A(t)]^{-1}\right| \right\}.
\]

Thus,

\[
|U(t, s)| = \max_{k=1, \ldots, n} |u_k(t, s)| \leq M_1 \quad \text{for } t, s \in [a, b].
\]  

(7.7.13)

b) Let \( t_1, t_2, s \in [a, b] \) and \( t_1 \leq t_2 \). Then

\[
|u_k(t_2, s) - u_k(t_1, s)| = \left|\int_{t_1}^{t_2} d[A(\tau)] u_k(\tau, s)\right| \leq M_1 \var^b_{t_1} A
\]

for each \( k \in \{1, \ldots, n\} \). Hence, for all \( s \in [a, b] \), \( k \in \{1, \ldots, n\} \) and all divisions \( \alpha \) of \([a, b]\), we have

\[
V(u_k(\cdot, s), \alpha) \leq M_1 \sum_{j=1}^{\nu(\alpha)} \var_{\alpha(j-1)}^a A = M_1 \var^b_a A =: M_2 < \infty.
\]

Therefore

\[
\var^b_a U(\cdot, s) \leq \max_{k=1, \ldots, n} \var^b_a u_k(\cdot, s) \leq M_2 \quad \text{for all } s \in [a, b].
\]  

(7.7.14)

c) Let \( s_1, s_2 \in [a, b] \) and \( s_1 \leq s_2 \). Then, for every \( t \in [a, b] \) and any \( k \in \{1, \ldots, n\} \), we have

\[
\begin{align*}
    u_k(t, s_2) - u_k(t, s_1) \\
    = & \int_{s_2}^{t} d[A(\tau)] u_k(\tau, s_2) - \int_{s_2}^{t} d[A(\tau)] u_k(\tau, s_1) - \int_{s_1}^{s_2} d[A(\tau)] u_k(\tau, s_1) \\
    = & - \int_{s_1}^{s_2} d[A(\tau)] u_k(\tau, s_1) + \int_{s_2}^{t} d[A(\tau)] (u_k(\tau, s_2) - u_k(\tau, s_1)).
\end{align*}
\]
Hence, the function \( x(t) = u_k(t, s_2) - u_k(t, s_1) \) is a solution of the initial problem

\[
x(t) = - \int_{s_1}^{s_2} d[A(\tau)] u_k(\tau, s_1) + \int_{s_2}^t dA x \]
on \([a, b]\). Consequently, by Theorem 7.7.9 we have

\[
u_k(t, s_2) - \nu_k(t, s_1) = -U(t, s_2) \left( \int_{s_1}^{s_2} d[A(\tau)] \nu_k(\tau, s_1) \right)
\]
for \( t \in [a, b] \) and \( k \in \{1, \ldots, n\} \) and, thus,

\[
|\nu_k(t, s_2) - \nu_k(t, s_1)| \leq M_1^2 \text{var}_{s_1} \nu_k A \quad \text{for} \quad k \in \{1, \ldots, n\} \quad \text{and} \quad t \in [a, b]. \tag{7.7.15}
\]

As a result, for all \( t \in [a, b] \), \( k = 1, \ldots, n \) and all divisions \( \alpha \) of \([a, b]\), we get

\[
V(\nu_k(t, \cdot), \alpha) \leq M_1^2 \sum_{j=1}^{\nu(\alpha)} \text{var}_{\alpha_j}^{\alpha_{j-1}} \nu_k = M_1^2 \text{var}_a \nu_k A < \infty.
\]

Consequently

\[
\text{var}_a^b U(t, \cdot) \leq \max_{k=1, \ldots, n} \text{var}_a^b \nu_k(t, \cdot) \leq M_1^2 \text{var}_a^b A < \infty \quad \text{for} \quad t \in [a, b]
\]
and hence

\[
\text{var}_a^b U(t, \cdot) \leq M_1^2 \text{var}_a^b A =: M_3 < \infty \quad \text{for} \quad t \in [a, b]. \tag{7.7.16}
\]

d) By virtue of (7.7.11)–(7.7.14), the statement of the theorem holds with

\[
M = M_1 + M_2 + M_3.
\]

7.7.15 Remark. Considering an arbitrary subinterval \([s_1, s_2]\) of \([a, b]\) in place of \([a, b]\), one can see that also the following estimates are true

\[
\text{var}_{s_1}^{s_2} U(t, \cdot) \leq M_1^2 \text{var}_{s_1}^{s_2} A
\]
for all \( s_1, s_2 \in [a, b] \) such that \( s_1 \leq s_2 \) and all \( t \in [a, b] \). \( \square \)

7.7.16 Theorem. Let \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \), let conditions (7.7.4) be satisfied and let \( U \) be the Cauchy matrix of equation (7.7.11) on \([a, b]\). Then

\[
\begin{align*}
U(t+, s) &= \left[ I + \Delta^+ A(t) \right] U(t, s) & \text{for} \quad t \in [a, b], \ s \in [a, b], \\
U(t-, s) &= \left[ I - \Delta^- A(t) \right] U(t, s) & \text{for} \quad t \in (a, b), \ s \in [a, b], \\
U(t, s+) &= U(t, s) \left[ I + \Delta^+ A(s) \right]^{-1} & \text{for} \quad t \in [a, b], \ s \in [a, b], \\
U(t, s-) &= U(t, s) \left[ I - \Delta^+ A(s) \right]^{-1} & \text{for} \quad t \in [a, b], \ s \in (a, b).
\end{align*}
\]
Proof. First, notice that, by the previous theorem, the functions $U(\cdot, s)$ and $U(t, \cdot)$ have bounded variations on $[a, b]$ for all $t, s \in [a, b]$. Thus, all one-sided limits appearing in the relationships (7.7.18) are well justified.

a) The first two relations in (7.7.3) can be derived if we substitute successively the columns of the function $U$ for $x$ into relations (7.4.1) from Lemma 7.4.7.

b) Let $s \in [a, b)$ and $\delta \in (0, b - s)$ be given. Then from (7.7.6) we deduce that

$$U(t, s + \delta) - U(t, s) = \int_{s+\delta}^{t} d[A(\tau)] U(\tau, s + \delta) - \int_{s}^{t} d[A(\tau)] U(\tau, s)$$

hold for each $t \in [a, b]$. Thus, the function $Y(t) = U(t, s + \delta) - U(t, s)$ satisfies the equation

$$Y(t) = \tilde{Y} + \int_{s+\delta}^{t} d[A(\tau)] Y(\tau) \quad \text{for} \quad t \in [a, b],$$

where

$$\tilde{Y} = -\int_{s}^{s+\delta} d[A(\tau)] U(\tau, s).$$

Then, Corollary 7.7.11 yields

$$U(t, s + \delta) - U(t, s) = U(t, s + \delta) \tilde{Y}$$

$$= -U(t, s + \delta) \int_{s}^{s+\delta} d[A(\tau)] U(\tau, s) \quad \text{for} \quad t \in [a, b].$$

Letting $\delta \to 0^+$ and using Hake’s Theorem 6.5.5, we get for $t \in [a, b]$

$$U(t, s+) - U(t, s) = -U(t, s+) \Delta^+ A(s) U(s, s) = -U(t, s+) \Delta^+ A(s),$$

that is

$$U(t, s) = U(t, s+) \left[ I + \Delta^+ A(s) \right].$$

Therefore the third relationship from (7.7.18) is true, as well. The remaining one would be proven analogously.

7.8 Variation of constants formula

Let us now go back to the nonhomogeneous initial value problem

$$x(t) - \bar{x} - \int_{t_0}^{t} dA x = f(t) - f(t_0) \quad (7.8.1)$$
(cf. (7.4.2)). We will assume that \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \) satisfies conditions (7.7.4). By Theorem 7.6.2, for any \( x \in \mathbb{R}^n \) and \( f \in G([a, b], \mathbb{R}^n) \), there is exactly one solution \( x \) of the initial value problem (7.8.1) and this solution is regulated on \([a, b]\).

The aim of this section is to show that this solution can be expressed in a form resembling the variation of constants formula known from the theory of ordinary differential equations. To establish this result, we need several auxiliary lemmas.

7.8.1 Lemma. Consider a function \( K : [a, b] \times [a, b] \to \mathcal{L}(\mathbb{R}^n) \) such that \( K(\cdot, s) \) is regulated for each \( s \in [a, b] \). Moreover, suppose there exists a nondecreasing function \( h : [a, b] \to \mathbb{R} \) such that

\[
|K(t, s_2) - K(t, s_1)| \leq h(s_2) - h(s_1) \quad \text{for } t \in [a, b] \text{ and } [s_1, s_2] \subset [a, b].
\]

Then, for each \( g \in G([a, b]) \) the function

\[
\psi(t) = \int_a^b \text{d}_a[K(t, s)] g(s) \quad \text{for } t \in [a, b],
\]

is regulated, and

\[
\psi(t-) = \int_a^b \text{d}_a[K(t-, s)] g(s) \quad \text{for } t \in (a, b],
\]

\[
\psi(t+) = \int_a^b \text{d}_a[K(t+, s)] g(s) \quad \text{for } t \in [a, b).
\]

Proof. Let \( g \in G([a, b], \mathbb{R}^n) \) and let \( \psi \) be given by (7.8.3). Obviously, \( \psi \) is then well defined on \([a, b]\), because (7.8.2) implies that \( K(t, \cdot) \) has a bounded variation for each \( t \in [a, b] \).

a) First, let an arbitrary \( \tau \in (a, b] \) be given and let \( \{t_k\} \) be an arbitrary sequence of points from \([a, \tau)\) such that \( \lim_{k \to \infty} t_k = \tau \). Having in mind (7.8.2), it is easy to verify (cf. also Exercise 2.1.12) that

\[
\var_a^b K(t_k, \cdot) \leq h(b) - h(a) \quad \text{for every } k \in \mathbb{N},
\]

and, by Theorem 2.7.2, also

\[
\lim_{k \to \infty} K(t_k, s) = K(\tau-, s) \quad \text{for every } s \in [a, b]
\]

and, by Theorem 2.7.2, also

\[
\var_a^b K(\tau-, \cdot) \leq h(b) - h(a),
\]

i.e. \( K(\tau-, \cdot) \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \). Furthermore, thanks to (7.8.2) the convergence
in (7.8.5) is by Corollary 4.3.10 uniform. Therefore, Theorem 7.6.3, where we put
\[ A_k = K(t_k, \cdot), \quad A = K(\tau, \cdot) \quad \text{and} \quad f_k = g \quad \text{for} \quad k \in \mathbb{N}, \]
ensures that the relations
\[ \lim_{k \to \infty} \psi(t_k) = \lim_{k \to \infty} \int_a^b d_s[K(t_k, s)] g(s) = \int_a^b d_s[K(\tau, s)] g(s) \]
are true. In particular,
\[ \psi(\tau) = \int_a^b d_s[K(\tau, s)] g(s) \quad \text{for all} \quad \tau \in (a, b]. \]
b) The proof of the relation
\[ \psi(\tau+) = \int_a^b d_s[K(\tau, s)] g(s) \quad \text{for all} \quad \tau \in [a, b) \]
is analogous and may be left to the reader.

All this together leads us to conclude that \( \psi \) is regulated. \( \square \)

Next result is a corollary of the previous lemma.

7.8.2 Corollary. Let \( t_0 \in [a, b], \quad A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \) satisfy conditions (7.7.4) and let \( U \) be the Cauchy matrix of equation (7.7.1) on \( [a, b] \). Then, for each \( g \in G([a, b], \mathbb{R}^n) \) the function
\[ \psi(t) := \int_{t_0}^t d_s[U(t, s)] g(s) \quad \text{for} \quad t \in [a, b] \]
is regulated on \( [a, b] \).

Proof. The function \( \psi \) is obviously well defined on \( [a, b] \). Furthermore,
\[ \psi(t) = \begin{cases} \int_a^t d_s[K_a(t, s)] g(s) & \text{if} \quad t \in [a, t_0], \\ \int_{t_0}^b d_s[K_b(t, s)] g(s) & \text{if} \quad t \in [t_0, b], \end{cases} \]
where
\[ K_a(t, s) = \begin{cases} -U(t, t) & \text{if} \quad a \leq s \leq t \leq t_0, \\ -U(t, s) & \text{if} \quad a \leq t \leq s \leq t_0 \end{cases} \]
and
\(K_b(t, s) = \begin{cases} U(t, s) & \text{if } t_0 \leq s < t \leq b, \\ U(t, t) & \text{if } t_0 \leq t \leq s \leq b. \end{cases}\)

By (7.7.17), there is a constant \(M_1 \in (0, \infty)\) such that for every \(t \in [a, t_0]\) and every subinterval \([s_1, s_2]\) of \([a, t_0]\) we have

\(|K_a(t, s_2) - K_a(t, s_1)| \leq \text{var}_{s_1}^s K_a(t, \cdot) \leq \text{var}_{s_1}^s U(t, \cdot) \leq M_1^2 \text{var}_{s_1}^s A,

\)

i.e.,

\(|K_a(t, s_2) - K_a(t, s_1)| \leq h_a(s_2) - h_a(s_1) \quad \text{for } t \in [a, t_0] \text{ and } [s_1, s_2] \subset [a, t_0],

\)

where \(h_a(s) = M_1^2 \text{var}_{s_1}^s A\) for \(s \in [a, t_0]\). Similarly,

\(|K_b(t, s_2) - K_b(t, s_1)| \leq h_b(s_2) - h_b(s_1) \quad \text{for } t \in [t_0, b] \text{ and } [s_1, s_2] \subset [t_0, b],

\)

where \(h_b(s) = M_1^2 \text{var}_{s_1}^s A\) for \(s \in [t_0, b]\).

Now, taking either \(\{[a, t_0], K_a, h_a\}\) or \(\{[t_0, b], K_b, h_b\}\) in place of \(\{[a, b], K, h\}\), we can apply Lemma 7.8.1 to justify that \(\psi\) is regulated on \([a, t_0]\) or \([t_0, b]\), respectively.

\[\square\]

Next auxiliary assertion deals with adjusting an iterated integral which will be useful for the proof of the main result of this section.

**7.8.3 Lemma.** Let \(t_0 \in [a, b]\), \(A \in \text{BV}([a, b], \mathcal{L}^n)\) satisfy conditions (7.7.4) and let \(U\) be the Cauchy matrix of equation (7.7.1) on \([a, b]\). Then, for every \(g \in G([a, b], \mathbb{R}^n)\) and \(t \in [a, b]\) we have

\[
\int_{t_0}^{t} d[A(r)] \left( \int_{t_0}^{r} d_s [U(r, s)] g(s) \right) = \int_{t_0}^{t} d_s [U(t, s)] g(s) + \int_{t_0}^{t} d[A(s)] g(s). \quad (7.8.6)
\]

**Proof.** The fact that \(U\) has bounded variation in both variables together with Corollary 7.8.2 imply that all integrals in (7.8.6) have a sense.

a) Given an arbitrary \(t > t_0\), we will consider the interval \([t_0, t]\) fixed along the proof (the case \(t \leq t_0\) can be treated in similar way). Recalling that regulated functions can be uniformly approximated by finite step functions, let us first prove (7.8.6) for functions \(g\) of the form

\(g = \chi_{(\tau, \xi)}\), \(g = \chi_{[\tau, \xi]}\), \(g = \chi_{[\tau, \xi]}\), \(\text{where } \tau \in [t_0, t] \text{ and } \xi \in \mathbb{R}^n\) can be arbitrary.

(7.8.7)

So, let \(\tau \in [t_0, t]\) and \(\xi \in \mathbb{R}^n\) be given and let \(g = \chi_{(\tau, \xi)}\). First, having in mind Examples 6.3.1 (cf. 6.3.6), we can see that the relations

\[
\int_{t_0}^{t} d[A(s)] g(s) = \int_{\tau}^{t} d[A(s)] g(s) = [A(t) - A(\tau)] \xi.
\]

(7.8.8)
hold. Like in Corollary 7.8.2 put
\[
\psi(r) := \int_{t_0}^{r} d_s[U(r, s)] g(s) \quad \text{for } r \in [t_0, t].
\]
Using again Examples 6.3.1 and having in mind that \( U(r, r) = I \) for all \( r \), it is not difficult to verify that
\[
\psi(r) = \chi(\tau, t)(r) [I - U(r, \tau +)] \xi \quad \text{for } r \in [t_0, t]. \tag{7.8.9}
\]
Further, applying Theorem 6.5.3, we get
\[
\int_{t_0}^{t} d[A(r)] \psi(r) = \int_{\tau}^{t} d[A(r)] \psi(r) = \lim_{\sigma \to \tau^+} \int_{\sigma}^{t} d[A(r)] [I - U(r, \tau +)] \xi,
\]
i.e.,
\[
\int_{t_0}^{t} d[A(r)] \psi(r) = (A(t) - A(\tau +)) \xi - \lim_{\sigma \to \tau^+} \int_{\sigma}^{t} d[A(r)] U(r, \tau +) \xi. \tag{7.8.10}
\]
Next, applying Theorem 6.5.3 again, and then Theorem 7.7.16 and relation (7.7.6), we deduce
\[
\lim_{\sigma \to \tau^+} \int_{\sigma}^{t} d[A(r)] U(r, \tau +) \xi = \left( \int_{\tau}^{t} d[A(r)] U(r, \tau +) - \Delta^+ A(\tau) U(\tau, \tau +) \right) \xi
\]
\[
= \left( \int_{\tau}^{t} d[A(r)] U(r, \tau) [I + \Delta^+ A(\tau)]^{-1} - \Delta^+ A(\tau) U(\tau, \tau) [I + \Delta^+ A(\tau)]^{-1} \right) \xi
\]
\[
= \left( (U(t, \tau) - I) [I + \Delta^+ A(\tau)]^{-1} - \Delta^+ A(\tau) [I + \Delta^+ A(\tau)]^{-1} \right) \xi
\]
\[
= \left( U(t, \tau) [I + \Delta^+ A(\tau)]^{-1} - [I + \Delta^+ A(\tau)] [I + \Delta^+ A(\tau)]^{-1} \right) \xi
\]
\[
= \left( U(t, \tau +) - I \right) \xi = -\psi(t),
\]
wherefrom we conclude using (7.8.8) – (7.8.10) that the relations
\[
\int_{t_0}^{t} d[A(r)] \psi(r) = (A(t) - A(\tau +)) \xi + \psi(t) \quad \text{for } t \leq t_0 \quad \text{and for all other functions } g \quad \text{from the set (7.8.7)}.
\]
b) Assume that \( g \) is an arbitrary regulated function on \([a, b]\) and let \( \{g_n\} \) be a sequence of finite step functions converging uniformly to \( g \) on \([t_0, t]\). By the first part of the proof we have

\[
\int_{t_0}^t d[A(r)] \left( \int_{t_0}^r d_s [U(r, s)] g_n(s) \right) = \int_{t_0}^t d_s [U(t, s)] g_n(s) + \int_{t_0}^t d[A(s)] g_n(s)
\]

for each \( n \in \mathbb{N} \). Furthermore, by Theorem 6.3.7

\[
\lim_{n \to \infty} \int_{t_0}^t d[A(s)] g_n(s) = \int_{t_0}^t d[A(s)] g(s)
\]

and

\[
\lim_{n \to \infty} \int_{t_0}^t d_s [U(t, s)] g_n(s) = \int_{t_0}^t d_s [U(t, s)] g(s).
\] (7.8.11)

It remains to show that

\[
\lim_{n \to \infty} \int_{t_0}^t d[A(s)] \psi_n(s) = \int_{t_0}^t d[A(s)] \psi(s),
\] (7.8.12)

where

\[
\psi(r) = \int_{t_0}^r d_s [U(r, s)] g(s) \quad \text{and} \quad \psi_n(r) = \int_{t_0}^r d_s [U(r, s)] g_n(s),
\]

for \( n \in \mathbb{N} \) and \( r \in [t_0, t] \). Note that, by Theorem 6.3.4

\[
|\psi_n(r)| \leq \text{var}_{t_0}^r U(r, \cdot) \|g_n\| \quad \text{for} \quad n \in \mathbb{N} \quad \text{and} \quad r \in [t_0, t].
\]

The fact that the sequence \( \{g_n\} \) is uniformly bounded, together with Theorem 7.7.14 implies that the sequence \( \{\psi_n\} \) is also uniformly bounded. Since (7.8.11) guarantees that \( \lim_{n \to \infty} \psi_n(r) = \psi(r) \) for each \( r \in [t_0, t] \), the convergence in (7.8.12) is a consequence of Theorem 6.3.4 and this completes the proof of the assertion.

Now we can state and prove the promised analogy of the classical variation of constants formula for solutions of nonhomogeneous linear generalized differential equations.

\textbf{7.8.4 Theorem.} Let \( t_0 \in [a, b] \), \( A \in \text{BV}([a, b], \mathcal{L}(\mathbb{R}^n)) \) satisfy conditions (7.7.4) and let \( U \) be the Cauchy matrix of equation (7.7.1) on \([a, b]\). Then problem (7.8.1) has for every \( \bar{x} \in \mathbb{R}^n \) and every \( f \in \mathcal{G}([a, b], \mathbb{R}^n) \) exactly one solution \( x \) on \([a, b]\). This solution is given by the formula

\[
x(t) = U(t, t_0) \bar{x} + f(t) - f(t_0) - \int_{t_0}^t d_s [U(t, s)] \left( f(s) - f(t_0) \right) \quad \text{for} \quad t \in [a, b].
\] (7.8.13)
Proof. Let an arbitrary \( t \in [a, b] \) be given.

By Corollary 7.8.2, the function

\[
x(s) = U(s, t_0) \bar{x} + f(s) - f(t_0) - \int_{t_0}^{s} d_r [U(s, r)] (f(r) - f(t_0))
\]

is regulated on \([a, b]\). Inserting it into the integral \( \int_{t_0}^{t} d[A(s)] x(s) \), we get

\[
\int_{t_0}^{t} d[A(s)] x(s) = \int_{t_0}^{t} d[A(s)] U(s, t_0) \bar{x} + \int_{t_0}^{t} d[A(s)] (f(s) - f(t_0))
- \int_{t_0}^{t} d[A(s)] \left( \int_{t_0}^{s} d_r [U(s, r)] (f(r) - f(t_0)) \right),
\]

where both sides have a sense. Further, by Theorem 7.7.9 we have

\[
\int_{t_0}^{t} d[A(s)] U(s, t_0) \bar{x} = U(t, t_0) \bar{x} - \bar{x},
\]

while Lemma 7.8.3 with \( g(s) = f(s) - f(t_0) \) yields

\[
\int_{t_0}^{t} d[A(r)] \left( \int_{t_0}^{r} d_s [U(r, s)] (f(s) - f(t_0)) \right)
= \int_{t_0}^{t} d_s [U(t, s)] (f(s) - f(t_0)) + \int_{t_0}^{t} d[A(s)] (f(s) - f(t_0)).
\]

Therefore,

\[
\int_{t_0}^{t} d[A(s)] x(s) = U(t, t_0) \bar{x} - \bar{x} - \int_{t_0}^{t} d_s [U(t, s)] (f(s) - f(t_0))
= x(t) - \bar{x} - (f(t) - f(t_0)),
\]

which proves the result.

In the case that \( A \) is left-continuous on \((a, b]\) and \( t_0 = a \), formula (7.8.13) can be somewhat simplified, if we define \( X(t) = U(t, a) \) for \( t \in [a, b] \) and

\[
Y(s) = \begin{cases} 
U(a, s+), & \text{if } a \leq s < b, \\
U(a, b), & \text{if } s = b.
\end{cases}
\]

7.8.5 Corollary. Let \( t_0 = a \) and let \( A \in BV([a, b], \mathcal{L}(\mathbb{R}^n)) \) be left-continuous on \((a, b]\). Furthermore, let

\[
det[I + \Delta^+ A(t)] \neq 0 \quad \text{for } t \in [a, b)
\]
and let $U$ be the Cauchy matrix for (7.7.1),

$$X(t) = U(t, a) \quad \text{for } t \in [a, b]$$

and let $Y$ be given by (7.8.14).

Then equation (7.6.7) have for each $\bar{x} \in \mathbb{R}^n$ and each $f \in G([a, b], \mathbb{R}^n)$ left-continuous on $(a, b]$ a unique solution $x$ on $[a, b]$. This solution is given by

$$x(t) = X(t) \bar{x} + X(t) \left( \int_a^t Y \, d f \right) \quad \text{for } t \in [a, b].$$  \hfill (7.8.15)

Proof. Let $\bar{x} \in \mathbb{R}^n$ and let $f \in G([a, b], \mathbb{R}^n)$ be continuous from the left on $(a, b]$. By Theorem 7.8.4, equation (7.6.7) has a unique solution $x$ on $[a, b]$ and formula (7.8.13) can be rewritten as

$$x(t) = X(t) \bar{x} + (f(t) - f(a)) - X(t) \left( \int_a^t d[X^{-1}(s)] (f(s) - f(a)) \right),$$

where $X^{-1}(s) = U(a, s)$ for $s \in [a, b]$. Due to (7.8.14), we have

$$X^{-1}(s) = Y(s) - \Delta^+ X^{-1}(s) \quad \text{for } s \in [a, b].$$

By Lemma 6.3.19, the relation

$$\int_a^t d[X^{-1}(s)] (f(s) - f(a))$$

$$= \int_a^t d[Y(s)] (f(s) - f(a)) - \Delta^+ X^{-1}(t) (f(t) - f(a))$$

holds for every $t \in [a, b]$. Since $f$ is continuous from the left on $(a, b]$ and $Y$ is continuous from the right on $[a, b]$, using Integration by parts Theorem 6.4.2, we get

$$x(t) = X(t) \bar{x} + (f(t) - f(a)) - X(t) \left( \int_a^t d[X^{-1}(s)] (f(s) - f(a)) \right)$$

$$= X(t) \bar{x} - (f(t) - f(a)) + X(t) \int_a^t Y \, d f$$

$$+ X(t) \Delta^+ X^{-1}(t) (f(t) - f(a)) - X(t) Y(t) (f(t) - f(a))$$

for every $t \in [a, b]$. Finally, as

$$X(t) \Delta^+ X^{-1}(t) (f(t) - f(a)) - X(t) Y(t) (f(t) - f(a))$$

$$= X(t) \left( X^{-1}(t+) - X^{-1}(t) (f(t) - f(a)) \right)$$

$$- X(t) X^{-1}(t+) (f(t) - f(a))$$

$$= -(f(t) - f(a))$$

for each $t \in [a, b]$, we get (7.8.15). \hfill □
7.8.6 Remark. Thanks to Theorem 7.8.4, or rather to its Corollary 7.8.5, it is already possible to successfully investigate for example the boundary value problems in which one looks for the function satisfying equation (7.7.7) on the interval \([a, b]\) and, simultaneously, some other conditions, for instance two-point conditions

\[ M x(a) + N x(b) = 0 \]

where \(M, N \in \mathcal{L} \left( \mathbb{R}^n \right)\).

7.9 Generalized elementary functions

We now show that the theory of generalized linear differential equations can be used to extend the definitions of the exponential, hyperbolic and trigonometric functions.

One possible way of introducing the classical exponential function is to define it as the unique solution of the initial-value problem

\[ z'(t) = z(t), \quad z(0) = 1. \]

More generally, for every continuous function \(p\) defined on the real line, the initial-value problem \(z'(t) = p(t) z(t), \quad z(t_0) = 1\), which can be written in the equivalent integral form

\[ z(t) = 1 + \int_{t_0}^{t} p(s) z(s) \, ds, \]

has the unique solution \(z(t) = e^{\int_{t_0}^{t} p(s) \, ds}\). Using Substitution Theorem 6.6.1 we can rewrite equation (7.9.1) as the generalized linear differential equation

\[ z(t) = 1 + \int_{t_0}^{t} z(s) \, dP(s) \]

with \(P(s) = \int_{t_0}^{s} p\). In this section, we study equation (7.9.2) for an arbitrary function \(P\) with bounded variation (not necessarily differentiable or continuous). The solution of this equation will be called the generalized exponential function and denoted by \(e_{dP}\). If \(P\) is a real function, then \(e_{dP}\) is simply a special case of the Cauchy matrix \(U\) introduced in Definition 7.7.10 with \(n = 1\). In this scalar case, we will be able to obtain a much more detailed information about solutions of equation (7.9.2) than in the \(n\)-dimensional case studied in Section 7.7. Moreover, we will focus on the more general case when \(P\) is a complex-valued function. To this end, we need an existence and uniqueness theorem for generalized linear differential equations with complex coefficients.
7.9.1 Theorem. Consider a function $P: [a, b] \to \mathbb{C}$, which has bounded variation on $[a, b]$. Let $t_0 \in [a, b]$ and assume that $1 + \Delta^+ P(t) \neq 0$ for every $t \in [a, t_0]$, and $1 - \Delta^- P(t) \neq 0$ for every $t \in (t_0, b]$. Then, for every $\tilde{z} \in \mathbb{C}$, there exists a unique function $z: [a, b] \to \mathbb{C}$ such that

$$z(t) = \tilde{z} + \int_{t_0}^{t} z(s) \, dP(s), \quad t \in [a, b].$$

(7.9.3)

The function $z$ has bounded variation on $[a, b]$. If $P$ and $\tilde{z}$ are real, then $z$ is real as well.

Proof. We decompose all complex quantities into real and imaginary parts as follows: $P = P_1 + iP_2$, $z = z_1 + iz_2$, and $\tilde{z} = \tilde{z}_1 + i\tilde{z}_2$. Now, we see that equation (7.9.3) is equivalent to the following system of two equations with real coefficients:

$$z_1(t) = \tilde{z}_1 + \int_{t_0}^{t} z_1(s) \, dP_1(s) - \int_{t_0}^{t} z_2(s) \, dP_2(s)$$

$$z_2(t) = \tilde{z}_2 + \int_{t_0}^{t} z_1(s) \, dP_2(s) + \int_{t_0}^{t} z_2(s) \, dP_1(s)$$

The system can be also written in the vector form

$$u(t) = \tilde{u} + \int_{t_0}^{t} d[A(s)] u(s), \quad t \in [a, b]$$

(7.9.4)

with

$$\tilde{u} = \begin{pmatrix} \tilde{z}_1 \\ \tilde{z}_2 \end{pmatrix}, \quad u(t) = \begin{pmatrix} z_1(t) \\ z_2(t) \end{pmatrix}, \quad A(t) = \begin{pmatrix} P_1(t) & -P_2(t) \\ P_2(t) & P_1(t) \end{pmatrix}, \quad t \in [a, b].$$

Since $P$ has bounded variation on $[a, b]$, it is clear that $A$ has the same property. The condition $1 + \Delta^+ P(t) \neq 0$ implies

$$1 + \Delta^+ P_1(t) \neq 0 \text{ or } \Delta^+ P_2(t) \neq 0 \quad \text{for } t \in [a, t_0),$$

and similarly $1 - \Delta^- P(t) \neq 0$ implies

$$1 - \Delta^- P_1(t) \neq 0 \text{ or } \Delta^- P_2(t) \neq 0 \quad \text{for } t \in (t_0, b].$$

In view of this, we have

$$\det(I + \Delta^+ A(t)) = (1 + \Delta^+ P_1(t))^2 + (\Delta^+ P_2(t))^2 \neq 0 \quad \text{for } t \in [a, t_0),$$

$$\det(I - \Delta^- A(t)) = (1 - \Delta^- P_1(t))^2 + (\Delta^- P_2(t))^2 \neq 0 \quad \text{for } t \in (t_0, b].$$
Hence, existence and uniqueness of solution to equation (7.9.3) follows from Theorem 7.4.8. By Corollary 6.5.4, the solution has bounded variation on \([a, b]\).

If \(P\) and \(\tilde{z}\) are real, the equation for \(z_2\) simplifies to \(z_2(t) = \int_{t_0}^t z_2 \, dP_1\), whose solution is identically zero and therefore \(z\) is real.

The previous existence and uniqueness theorem guarantees that the definition of the generalized exponential function is meaningful.

7.9.2 Definition. Consider a function \(P : [a, b] \to \mathbb{C}\), which has bounded variation on \([a, b]\). Let \(t_0 \in [a, b]\) and assume that \(1 + \Delta^+ P(t) \neq 0\) for every \(t \in [a, t_0)\), and \(1 - \Delta^- P(t) \neq 0\) for every \(t \in (t_0, b]\). Then we define the generalized exponential function \(t \mapsto e^{dP(t, t_0)}\), \(t \in [a, b]\), as the unique solution \(z : [a, b] \to \mathbb{C}\) of the generalized linear differential equation

\[
z(t) = 1 + \int_{t_0}^t z(s) \, dP(s).
\]

To explore the properties of the generalized exponential function, we need the following auxiliary lemma, which can generalize the formula

\[
\int_a^b h^k(t)h'(t) \, dt = \frac{h^{k+1}(b) - h^{k+1}(a)}{k+1}
\]

to the case when \(h\) is continuous but not necessarily differentiable. (Recall that Lemma 7.5.2 and Exercise 7.5.3 deal with the situation when \(h\) is discontinuous.)

7.9.3 Lemma. If \(h : [a, b] \to \mathbb{C}\) is a continuous function with bounded variation, then

\[
\int_a^b h^k \, dh = \frac{h^{k+1}(b) - h^{k+1}(a)}{k+1} \quad \text{for every } k \in \mathbb{N} \cup \{0\}.
\]

Proof. Since \(h\) has bounded variation and \(h^k\) is continuous for each \(k \in \mathbb{N} \cup \{0\}\), the integral \(\int_a^b h^k \, dh\) exists as a Riemann-Stieltjes integral (see Theorem 5.6.3). The statement of the lemma obviously holds for \(k = 0\). Let us assume that it holds for a certain \(k \in \mathbb{N} \cup \{0\}\), and show its validity for \(k + 1\). Using first the substitution theorem (Theorem 5.4.3) and then the integration by parts formula (Theorem 5.5.1), we get

\[
\int_a^b h^{k+1}(t) \, dh(t) = \int_a^b h(t) \cdot h^k(t) \, dh(t) = \int_a^b h(t) \, d\left(\int_a^t h^k \, dh\right) \\
= \int_a^b h(t) \, d\left(\frac{h^{k+1}(t) - h^{k+1}(a)}{k+1}\right) = \frac{1}{k+1} \int_a^b h(t) \, dh^{k+1}(t) \\
= \frac{1}{k+1} \left(h^{k+2}(b) - h^{k+2}(a) - \int_a^b h^{k+1}(t) \, dh(t)\right).
\]
By equating the first and the last term in the previous chain of equalities and solving for \( \int_a^b h^{k+1} \, dh \), we obtain

\[
\int_a^b h^{k+1} \, dh = \frac{h^{k+2}(b) - h^{k+2}(a)}{k+2},
\]

which completes the proof by induction.

The next theorem summarizes the basic properties of the generalized exponential functions. Some of them were already established in Section 7.7 in the context of Cauchy matrices, but we repeat them here for reader’s convenience. In each of the eight statements, we assume that the function \( P \) is such that all exponentials appearing in the given identity are defined. For example, in statement (v), it is necessary to assume that

\[
1 + \Delta^+ P(t) \neq 0 \quad \text{for every } t \in [a, \max\{s, r\}),
\]

\[
1 - \Delta^- P(t) \neq 0 \quad \text{for every } t \in (\min\{s, r\}, b].
\]

**7.9.4 Theorem.** Let \( P : [a, b] \rightarrow \mathbb{C} \) be a function with bounded variation. The generalized exponential function has the following properties:

(i) If \( P \) is constant, then \( e_{dP}(t, t_0) = 1 \) for every \( t \in [a, b] \).

(ii) \( e_{dP}(t, t) = 1 \) for every \( t \in [a, b] \).

(iii) The function \( t \mapsto e_{dP}(t, t_0) \) is regulated on \([a, b]\) and satisfies

\[
\Delta^+ e_{dP}(t, t_0) = \Delta^+ P(t) e_{dP}(t, t_0) \quad \text{for } t \in [a, b],
\]

\[
\Delta^- e_{dP}(t, t_0) = \Delta^- P(t) e_{dP}(t, t_0) \quad \text{for } t \in (a, b],
\]

\[
e_{dP}(t+, t_0) = (1 + \Delta^+ P(t)) e_{dP}(t, t_0) \quad \text{for } t \in [a, b],
\]

\[
e_{dP}(t-, t_0) = (1 - \Delta^- P(t)) e_{dP}(t, t_0) \quad \text{for } t \in (a, b].
\]

(iv) The function \( t \mapsto e_{dP}(t, t_0) \) has bounded variation on \([a, b]\).

(v) \( e_{dP}(t, s) e_{dP}(s, r) = e_{dP}(t, r) \) for every \( t, s, r \in [a, b] \).

(vi) \( e_{dP}(t, s) = e_{dP}(s, t)^{-1} \) for every \( t, s \in [a, b] \).

(vii) \( \overline{e_{dP}(t, t_0)} = e_{dP}(t, t_0) \) for every \( t \in [a, b] \), where \( \overline{z} \) denotes the complex conjugate of \( z \in \mathbb{C} \).

(viii) If \( P \) is continuous, then \( e_{dP}(t, t_0) = e^P(t) - P(t_0) \) for every \( t \in [a, b] \).
Proof. The first two statements are obvious. Statement (iii) is a consequence of Corollary 6.5.4 (extended to complex-valued case), and statement (iv) follows from Theorem 7.9.1.

To prove statement (v), note that, given arbitrary \( r, s \in [a, b] \), we have

\[
e_{dP}(t, r) = 1 + \int_r^t e_{dP}(\tau, r) \, dP(\tau)
\]

\[
= 1 + \int_r^s e_{dP}(\tau, r) \, dP(\tau) + \int_s^t e_{dP}(\tau, r) \, dP(\tau)
\]

\[
= e_{dP}(s, r) + \int_s^t e_{dP}(\tau, r) \, dP(\tau)
\]

for every \( t \in [a, b] \). Hence, the function \( y(t) = e_{dP}(t, r) \) is a solution on \([a, b]\) of the generalized linear differential equation

\[
x(t) = \tilde{x} + \int_s^t x(s) \, dP(s), \quad \text{where } \tilde{x} = e_{dP}(s, r).
\]

On the other hand, it is not hard to see that \( z(t) = e_{dP}(t, s) \tilde{x} \) for \( t \in [a, b] \) is also a solution of the same equation. By the uniqueness of solutions, we have \( y(t) = z(t) \) for all \( t \in [a, b] \), which proves statement (v).

Statement (vi) is a direct consequence of statement (v). Indeed, for \( t, s \in [a, b] \), we obtain

\[
e_{dP}(t, s) e_{dP}(s, t) = e_{dP}(t, t) = 1.
\]

By the definition of the exponential function, we have

\[
e_{dP}(t, t_0) = 1 + \int_{t_0}^t e_{dP}(s, t_0) \, dP(s).
\]

Taking the complex conjugate of both sides, we get

\[
\overline{e_{dP}(t, t_0)} = 1 + \int_{t_0}^t \overline{e_{dP}(s, t_0)} \, d\overline{P}(s),
\]

which proves statement (vii).

To prove statement (viii), assume that \( P \) is a continuous function with bounded variation. Let \( \tilde{P}(t) = P(t) - P(t_0) \) and \( z(t) = e^{\tilde{P}(t)} \) for all \( t \in [a, b] \). Using the uniform convergence theorem (Theorem 5.6.1) and Lemma 7.9.3, we get

\[
1 + \int_{t_0}^t z(s) \, dP(s) = 1 + \int_{t_0}^t z(s) \, d\tilde{P}(s) = 1 + \int_{t_0}^t \left( \sum_{k=0}^{\infty} \frac{\tilde{P}(s)^k}{k!} \right) d\tilde{P}(s)
\]
\[
\begin{align*}
282 \\
&= 1 + \sum_{k=0}^{\infty} \left( \frac{1}{k!} \int_{t_0}^{t} \hat{P}(s)^k \, d\hat{P}(s) \right) = 1 + \sum_{k=0}^{\infty} \frac{1}{k!} \frac{\hat{P}(t)^{k+1} - \hat{P}(t_0)^{k+1}}{k+1} \\
&= 1 + \sum_{k=0}^{\infty} \frac{\hat{P}(t)^{k+1}}{(k+1)!} = z(t)
\end{align*}
\]

for all \( t \in [a, b] \). It follows that \( e_{dP}(t, t_0) = z(t) = e^{P(t)-P(t_0)} \).

As an immediate consequence of parts (iii) and (vi) of Theorem [7.9.4], we see that the generalized exponential function is regulated with respect to both arguments; this fact will be used in the proof of the next result.

We now derive an explicit formula for the value of \( e_{dP}(t, t_0) \). It is sufficient to focus on the case when \( t > t_0 \); the formula for the case \( t < t_0 \) then follows easily from the identity \( e_{dP}(t, t_0) = e_{dP}(t_0, t)^{-1} \).

The next theorem involves infinite products of (possibly complex) numbers. Recall that if \( \sum_{k=1}^{\infty} a_k \) is an absolutely convergent series of complex numbers, then the infinite product \( \prod_{k=1}^{\infty} (1 + a_k) \) is also absolutely convergent; in particular, the product converges to the same value after an arbitrary rearrangement of the sequence \( \{a_k\} \). Now, suppose that \( P: [a, b] \to \mathbb{R} \) is a function of bounded variation with infinitely many discontinuity points in \( (a, b) \), which are arranged in a sequence \( \{s_k\} \). By Theorem [2.3.6], the sum \( \sum_{k=1}^{\infty} (|\Delta^+ P(s_k)| + |\Delta^- P(s_k)|) \) is finite. Hence, the products \( \prod_{k=1}^{\infty} (1 + \Delta^+ P(s_k)) \) and \( \prod_{k=1}^{\infty} (1 - \Delta^- P(s_k)) \) are absolutely convergent. Since the order of the factors is unimportant, we introduce a similar convention as in Remark [2.3.7], and write

\[
\prod_{x \in (a, b)} (1 + \Delta^+ P(x)) = \prod_{k=1}^{\infty} (1 + \Delta^+ P(s_k)),
\]
\[
\prod_{x \in (a, b)} (1 - \Delta^- P(x)) = \prod_{k=1}^{\infty} (1 - \Delta^- P(s_k)).
\]

The symbols

\[
\prod_{x \in [a, b]}, \prod_{x \in (a, b)} \text{ and } \prod_{x \in [a, b]}
\]

should be understood in an analogous way.

7.9.5 Theorem. If \( t > t_0 \), then

\[
e_{dP}(t, t_0) = \frac{e^{P(t)-P(t_0)}}{e^{\sum_{\tau \in (t_0, t)} \Delta P(\tau)}} \prod_{\tau \in [t_0, t]} \left( 1 + \Delta^+ P(\tau) \right) \prod_{\tau \in [t_0, t]} \left( 1 - \Delta^- P(\tau) \right). \tag{7.9.5}
\]
Proof. We begin by verifying the formula in the case when \( P \) has only finitely many discontinuities in \([t_0, t]\). Let \( \alpha \) be a division of \([t_0, t]\) containing all discontinuity points of \( P \). Then \( P \) is continuous on each interval \((\alpha_{k-1}, \alpha_k)\), where \( k \in \{1, \ldots, \nu(\alpha)\} \). Parts (ii), (iii), (v), (vi), (viii) of Theorem 7.9.4 imply
\[
e_{dP}(t, t_0) = \prod_{k=1}^{\nu(\alpha)} e_{dP}(\alpha_k, \alpha_{k-1})
\]
\[
= \prod_{k=1}^{\nu(\alpha)} e_{dP}(\alpha_k, \alpha_k-\epsilon) e_{dP}(\alpha_k-\epsilon, \alpha_k-\epsilon+\epsilon) e_{dP}(\alpha_k-\epsilon+\epsilon, \alpha_k-\epsilon) + e_{dP}(\alpha_k, \alpha_k-\epsilon)
\]
\[
= \prod_{k=1}^{\nu(\alpha)} (1 - \Delta^- P(\alpha_k))^{-1} e^{P(\alpha_k-\epsilon) - P(\alpha_k-\epsilon+\epsilon)} (1 + \Delta^+ P(\alpha_k-\epsilon+\epsilon))
\]
\[
= \frac{e^{P(t-\epsilon) - P(t)} \prod_{k=1}^{\nu(\alpha)} (1 + \Delta^+ P(\alpha_k-\epsilon+\epsilon))}{\prod_{k=1}^{\nu(\alpha)} (1 - \Delta^- P(\alpha_k))},
\]
which agrees with (7.9.5).

Now, assume that \( P \) has infinitely many discontinuities in \([t_0, t]\), and let \( D = \{s_k\} \) be a sequence of all discontinuity points contained in \((t_0, t)\). According to Theorem 2.6.1 and its proof (which remains valid for complex functions), we have the Jordan decomposition \( P = P^C + P^B \), where
\[
P^B(\tau) = P(t_0) + \Delta^+ P(t_0) \chi_{(t_0, t]}(\tau) + \Delta^- P(t) \chi_{[t, t]}(\tau)
\]
\[+ \sum_{k=1}^{\infty} (\Delta^+ P(s_k) \chi_{(s_k, t]}(\tau) + \Delta^- P(s_k) \chi_{[s_k, t]}(\tau)), \quad \tau \in [t_0, t],
\]
is the jump part of \( P \), and \( P^C = P - P^B \) is the continuous part of \( P \). For each \( n \in \mathbb{N} \), let \( P_n = P^C + P^B_n \), where
\[
P^B_n(\tau) = P(t_0) + \Delta^+ P(t_0) \chi_{(t_0, t]}(\tau) + \Delta^- P(t) \chi_{[t, t]}(\tau)
\]
\[+ \sum_{k=1}^{n} (\Delta^+ P(s_k) \chi_{(s_k, t]}(\tau) + \Delta^- P(s_k) \chi_{[s_k, t]}(\tau)), \quad \tau \in [t_0, t].
\]

For each \( n \in \mathbb{N} \), we have \( \Delta^+ P_n(t_0) = \Delta^+ P(t_0) \) and \( \Delta^- P_n(t) = \Delta^- P(t) \); moreover, \( \Delta^+ P_n(s_k) = \Delta^+ P(s_k) \) and \( \Delta^- P_n(s_k) = \Delta^- P(s_k) \) for all \( k \leq n \). Since the discontinuities of \( P_n \) are contained in the finite set \( \{t_0, s_1, \ldots, s_n, t\} \), we obtain
\[
e_{dP_n}(t, t_0) = \frac{e^{P_n(t-\epsilon) - P_n(t_0)} \prod_{\tau \in (t_0, t]} (1 + \Delta^+ P_n(\tau))}{e^{\sum_{\tau \in (t_0, t]} \Delta P_n(\tau)} \prod_{\tau \in (t_0, t]} (1 - \Delta^- P_n(\tau))}
\]
\[
= \frac{e^{P_n(t-\epsilon) - P_n(t_0)} \prod_{k=1}^{n} (1 + \Delta^+ P(s_k))}{e^{\sum_{k=1}^{n} \Delta P(s_k)} \prod_{k=1}^{n} (1 - \Delta^- P(s_k))}.
\]
According to the proof of Lemma 2.6.5 the sequence \( \{P_n\} \) is convergent to \( P \) in the BV norm. It follows that the variations of \( P_n, n \in \mathbb{N} \), are uniformly bounded, and \( \{P_n\} \) is uniformly convergent to \( P \). Hence, Theorem 7.6.6 (continuous dependence of solutions to generalized linear differential equations with respect to the right-hand side) implies

\[
e_{dP}(t, t_0) = \lim_{n \to \infty} e_{dP_n}(t, t_0) = \frac{e^{P(t)-P(t_0)+} \prod_{k=1}^{\infty} (1 + \Delta^+ P(s_k))}{1 - \Delta^- P(t) \prod_{k=1}^{\infty} (1 - \Delta^- P(s_k))}.
\]

The series \( \sum_{k=1}^{\infty} \Delta P(s_k) \) and the two infinite products on the right-hand side are absolutely convergent, which proves that formula (7.9.5) holds.

To obtain some additional properties of the generalized exponential function, we need the following auxiliary result, which is a fairly straightforward consequence of Lemma 6.3.18.

**7.9.6 Lemma.** If \( f: [a, b] \to \mathbb{R} \) has bounded variation and \( g: [a, b] \to \mathbb{R} \) is regulated, then

\[
\int_a^b \Delta^+ f \, dg = \sum_{x \in (a, b]} \Delta^+ f(x) \Delta g(x) + \Delta^+ f(a) \Delta^+ g(a),
\]

(7.9.6)

\[
\int_a^b \Delta^- f \, dg = \sum_{x \in (a, b]} \Delta^- f(x) \Delta g(x) + \Delta^- f(b) \Delta^- g(b),
\]

(7.9.7)

with the convention that \( \Delta^- f(a) = 0, \Delta^+ f(b) = 0 \).

**Proof.** Since \( f \) has bounded variation, it has only finitely or countably many discontinuities. Moreover, by Corollary 2.3.8 the sums

\[
\sum_{x \in [a, b]} |\Delta^+ f(x)| \quad \text{and} \quad \sum_{x \in [a, b]} |\Delta^- f(x)|
\]

are finite. This means that \( \Delta^+ f \) and \( \Delta^- f \) are step functions with bounded variation. The formulas (7.9.6) and (7.9.7) are now an immediate consequence of Lemma 6.3.18 with \( c = 0 \) and \( h = \Delta^+ f \) or \( h = \Delta^- f \), respectively.

In the next theorem, we prove that the product of two exponentials \( e_{dP} \) and \( e_{dQ} \) equals the exponential of a certain function denoted by \( P \oplus Q \). We have \( P \oplus Q = P + Q \) if \( P, Q \) are continuous, but the general definition of \( P \oplus Q \) is more complicated and takes into account the jumps of \( P \) and \( Q \). We make the following agreement: If \( c > d \), then a sum of the form \( \sum_{s \in [c,d)} h(s) \) should be interpreted as \( -\sum_{s \in [d,c)} h(s) \), and the sum \( \sum_{s \in [c,d]} h(s) \) should be understood as \( \sum_{s \in [d,c]} h(s) \).
7.9.7 Theorem. Assume that $P, Q : [a, b] \to \mathbb{C}$ have bounded variation and

\[(1 + \Delta^+ P(t)) (1 + \Delta^+ Q(t)) \neq 0 \quad \text{for every } t \in [a, t_0)\]
\[(1 - \Delta^- P(t)) (1 - \Delta^- Q(t)) \neq 0 \quad \text{for every } t \in (t_0, b].\]

Then

\[e_{dP}(t, t_0) e_{dQ}(t, t_0) = e_{d(P \oplus Q)}(t, t_0), \quad t \in [a, b],\]

where

\[(P \oplus Q)(t) = P(t) + Q(t) + \int_{t_0}^t \Delta^+ Q(s) \, dP(s) - \int_{t_0}^t \Delta^- P(s) \, dQ(s), \quad (7.9.8)\]

with the convention that $\Delta^+ Q(t) = 0$, $\Delta^- P(t_0) = 0$. Equivalently, we have

\[(P \oplus Q)(t) = P(t) + Q(t) + \sum_{s \in [t_0, t]} \Delta^+ Q(s) \Delta^+ P(s) - \sum_{s \in [t_0, t]} \Delta^- Q(s) \Delta^- P(s).\]

Proof. By Lemma [7.9.6], we have

\[
\int_{t_0}^t \Delta^+ Q(s) \, dP(s) - \int_{t_0}^t \Delta^- P(s) \, dQ(s) \\
= \sum_{s \in (t_0, t]} \left( \Delta^+ Q(s) \Delta P(s) - \Delta^- P(s) \Delta Q(s) \right) \\
+ \Delta^+ Q(t_0) \Delta^+ P(t_0) - \Delta^- P(t_0) \Delta^- Q(t) \\
= \sum_{s \in (t_0, t]} \left( \Delta^+ Q(s) (\Delta^+ P(s) + \Delta^- P(s)) - \Delta^- P(s) (\Delta^+ Q(s) + \Delta^- Q(s)) \right) \\
+ \Delta^+ Q(t_0) \Delta^+ P(t_0) - \Delta^- P(t_0) \Delta^- Q(t) \\
= \sum_{s \in [t_0, t)} \Delta^+ Q(s) \Delta^+ P(s) - \sum_{s \in [t_0, t]} \Delta^- Q(s) \Delta^- P(s).
\]

Hence, the two formulas for $P \oplus Q$ are equivalent. For $t \in [a, b]$, let

\[R(t) = \sum_{s \in [t_0, t)} \Delta^- Q(s) \Delta^- P(s) \quad \text{and} \quad T(t) = \sum_{s \in [t_0, t]} \Delta^+ Q(s) \Delta^+ P(s).\]

Using the definition of variation together with Corollary [2.3.8], it is not difficult to check that $R, T$ have bounded variation. Furthermore, the definitions of $R, T$ imply

\[\Delta^- R(t) = \Delta^- Q(t) \Delta^- P(t), \quad \Delta^+ R(t) = 0,\]
\[\Delta^- T(t) = 0, \quad \Delta^+ T(t) = \Delta^+ Q(t) \Delta^+ P(t).\]
In view of this, it is clear that $P \oplus Q$ has bounded variation on $[a, b]$. Moreover,
\[
1 - \Delta^-(P \oplus Q)(t) = 1 - \Delta^- P(t) - \Delta^- Q(t) - \Delta^- T(t) + \Delta^- R(t)
\]
\[
= 1 - \Delta^- P(t) - \Delta^- Q(t) + \Delta^- Q(t) \Delta^- P(t)
\]
\[
= (1 - \Delta^- P(t))(1 - \Delta^- Q(t)) \neq 0 \quad \text{for } t \in (t_0, b].
\]

Proceeding in a similar way, one can show that
\[
1 + \Delta^+(P \oplus Q)(t) = (1 + \Delta^+(P(t))(1 + \Delta^+(Q(t)) \neq 0 \quad \text{for } t \in [a, t_0).
\]

Therefore, the exponential function $t \mapsto e_{d(P \oplus Q)}(t, t_0)$ is defined.

For $t \in [a, b]$, integration by parts gives
\[
e_{dP}(t, t_0) e_{dQ}(t, t_0) = e_{dP}(t_0, t_0) e_{dQ}(t_0, t_0)
\]
\[
+ \int_{t_0}^t e_{dP}(s, t_0) d[e_{dQ}(s, t_0)] + \int_{t_0}^t e_{dQ}(s, t_0) d[e_{dP}(s, t_0)]
\]
\[
+ \sum_{s \in [t_0, t]} \Delta^+ e_{dP}(s, t_0) \Delta^+ e_{dQ}(s, t_0) - \sum_{s \in [t_0, t]} \Delta^- e_{dP}(s, t_0) \Delta^- e_{dQ}(s, t_0).
\]

Let us examine the terms on the right-hand side. Obviously,
\[
e_{dP}(t_0, t_0)e_{dQ}(t_0, t_0) = 1.
\]

Using the substitution theorem, we have
\[
\int_{t_0}^t e_{dP}(s, t_0) d[e_{dQ}(s, t_0)] = \int_{t_0}^t e_{dP}(s, t_0) d \left[ 1 + \int_{t_0}^s e_{dQ}(u, t_0) dQ(u) \right]
\]
\[
= \int_{t_0}^t e_{dP}(s, t_0) e_{dQ}(s, t_0) dQ(s),
\]

and
\[
\int_{t_0}^t e_{dQ}(s, t_0) d[e_{dP}(s, t_0)] = \int_{t_0}^t e_{dQ}(s, t_0) d \left[ 1 + \int_{t_0}^s e_{dP}(u, t_0) dP(u) \right]
\]
\[
= \int_{t_0}^t e_{dQ}(s, t_0) e_{dP}(s, t_0) dP(s).
\]

Finally, by performing an algebraic manipulation and using subsequently Lemma 7.9.6 part (3) of Theorem 7.9.4 and the substitution theorem, we get
\[
\sum_{s \in [t_0, t]} \Delta^+ e_{dP}(s, t_0) \Delta^+ e_{dQ}(s, t_0) - \sum_{s \in [t_0, t]} \Delta^- e_{dP}(s, t_0) \Delta^- e_{dQ}(s, t_0)
\]
\[
= \Delta^+ e_{dP}(t_0, t_0) \Delta^+ e_{dQ}(t_0, t_0) + \sum_{s \in (t_0, t]} \left[ \Delta^+ e_{dP}(s, t_0) + \Delta^- e_{dP}(s, t_0) \right] \Delta^+ e_{dQ}(s, t_0)
\]
\[
- \sum_{s \in (t_0, t)} \Delta^- e_{dP}(s, t_0) \left[ \Delta^- e_{dQ}(s, t_0) + \Delta^+ e_{dQ}(s, t_0) \right] - \Delta^- e_{dP}(t_0, t_0) \Delta^- e_{dQ}(t_0, t_0)
\]
7.9.8 Exercise. Obviously, the binary operation \( \oplus \) introduced in the previous theorem is commutative. Verify that

\[
(P \oplus Q) \oplus R(t) = (P \oplus (Q \oplus R))(t) = P(t) + Q(t) + R(t)
\]

\[
+ \sum_{s \in [t_0,t]} \Delta^+ Q(s) \Delta^+ R(s) + \Delta^- R(s) \Delta^+ P(s) + \Delta^+ Q(s) \Delta^+ R(s)
\]

\[
+ \sum_{s \in [t_0,t]} \Delta^+ P(s) \Delta^+ Q(s) \Delta^+ R(s)
\]

\[
- \sum_{s \in (t_0,t)} \Delta^- Q(s) \Delta^- R(s) \Delta^- P(s) + \Delta^- R(s) \Delta^- P(s) + \Delta^- Q(s) \Delta^- R(s)
\]

\[
+ \sum_{s \in (t_0,t]} \Delta^- P(s) \Delta^- Q(s) \Delta^- R(s),
\]

i.e., the operation \( \oplus \) is also associative.

The next result shows that the reciprocal value of an exponential function is again an exponential function.

7.9.9 Theorem. Assume that \( P : [a, b] \rightarrow \mathbb{C} \) has bounded variation and

\[
1 + \Delta^+ P(t) \neq 0 \quad \text{for every } t \in [a, b],
\]

\[
1 - \Delta^- P(t) \neq 0 \quad \text{for every } t \in (a, b].
\]
Then
\[ (e_{dP}(t, t_0))^{-1} = e_{d(\oplus P)}(t, t_0) \quad \text{for } t \in [a, b], \quad (7.9.9) \]
where
\[ (\oplus P)(t) = -P(t) + \sum_{s \in [t_0, t)} \frac{(\Delta^+ P(s))^2}{1 + \Delta^+ P(s)} - \sum_{s \in (t_0, t]} \frac{(\Delta^- P(s))^2}{1 - \Delta^- P(s)}. \]

Proof. For \( t \in [a, b] \), we have \((\oplus P)(t) = -P(t) + R_1(t) - R_2(t)\), where
\[ R_1(t) = \sum_{s \in [t_0, t)} \frac{(\Delta^+ P(s))^2}{1 + \Delta^+ P(s)}, \quad R_2(t) = \sum_{s \in (t_0, t]} \frac{(\Delta^- P(s))^2}{1 - \Delta^- P(s)}. \]
These functions have bounded variation on \([a, b]\) and satisfy
\[ \Delta^- R_1(t) = 0, \quad \Delta^+ R_1(t) = \frac{(\Delta^+ P(t))^2}{1 + \Delta^+ P(t)}, \]
\[ \Delta^+ R_2(t) = 0, \quad \Delta^- R_2(t) = \frac{(\Delta^- P(t))^2}{1 - \Delta^- P(t)}. \quad (7.9.10) \]
Thus, \((\oplus P)\) has bounded variation on \([a, b]\) and
\[ 1 + \Delta^+ (\oplus P)(t) = 1 - \Delta^+ P(t) + \frac{(\Delta^+ P(t))^2}{1 + \Delta^+ P(t)} = \frac{1}{1 + \Delta^+ P(t)} \neq 0 \quad \text{for } t \in [a, t_0], \]
\[ 1 - \Delta^- (\oplus P)(t) = 1 + \Delta^- P(t) + \frac{(\Delta^- P(t))^2}{1 - \Delta^- P(t)} = \frac{1}{1 - \Delta^- P(t)} \neq 0 \quad \text{for } t \in (t_0, b], \]
which implies that the exponential function \(e_{d(\oplus P)}\) is defined.

Using the relations (7.9.10) together with the definition of \(\oplus\) given in Theorem [7.9.7], we obtain
\[ (P \oplus (\oplus P))(t) = P(t) - P(t) + R_1(t) - R_2(t) \]
\[ + \sum_{s \in [t_0, t)} \Delta^+ (-P + R_1 - R_2)(s) \Delta^+ P(s) \]
\[ - \sum_{s \in (t_0, t]} \Delta^- (-P + R_1 - R_2)(s) \Delta^- P(s) = R_1(t) - R_2(t) \]
\[ + \sum_{s \in [t_0, t)} \left( -(\Delta^+ P(s))^2 + \frac{(\Delta^+ P(s))^3}{1 + \Delta^+ P(s)} \right) - \sum_{s \in (t_0, t]} \left( -(\Delta^- P(s))^2 - \frac{(\Delta^- P(s))^3}{1 - \Delta^- P(s)} \right) \]
\[ = R_1(t) - R_2(t) - \sum_{s \in [t_0, t)} \frac{(\Delta^+ P(s))^2}{1 + \Delta^+ P(s)} + \sum_{s \in (t_0, t]} \frac{(\Delta^- P(s))^2}{1 - \Delta^- P(s)} = 0. \]
Now, it follows from Theorem \[7.9.7\] and part (1) of Theorem \[7.9.4\] that
\[ e_{dP}(t, t_0) e_{d(P\ominus P)}(t, t_0) = e_{d(P\oplus \ominus P)}(t, t_0) = 1, \]
which proves the relation \[7.9.9\]. 

Our next goal is to investigate the sign of the generalized exponential function corresponding to a real function \( P \).

**7.9.10 Theorem.** Consider a function \( P : [a, b] \rightarrow \mathbb{R} \), which has bounded variation and
\[ 1 + \Delta^+ P(t) \neq 0 \quad \text{for every} \quad t \in [a, b), \]
\[ 1 - \Delta^- P(t) \neq 0 \quad \text{for every} \quad t \in (a, b]. \]

Then, for every \( t_0 \in [a, b] \), the following statements hold:

(i) \( e_{dP}(t, t_0) \neq 0 \) for all \( t \in [a, b] \).

(ii) If \( t \in [a, b) \) and \( 1 + \Delta^+ P(t) < 0 \), then \( e_{dP}(t, t_0) e_{dP}(t+, t_0) < 0 \).

(iii) If \( t \in (a, b] \) and \( 1 - \Delta^- P(t) < 0 \), then \( e_{dP}(t, t_0) e_{dP}(t-, t_0) < 0 \).

(iv) If \( t \in (a, b) \), \( 1 + \Delta^+ P(t) > 0 \) and \( 1 - \Delta^- P(t) > 0 \), then \( t \mapsto e_{dP}(t, t_0) \) does not change sign in the neighborhood of \( t \).

**Proof.** If \( e_{dP}(t, t_0) = 0 \) for a certain \( t \in [a, b] \), we can use Theorem \[7.9.4\] to obtain
\[ 1 = e_{dP}(t_0, t_0) = e_{dP}(t_0, t) e_{dP}(t, t_0) = 0, \]
which is a contradiction. This proves statement (i). Statements (ii) and (iii) follow immediately from part (iii) of Theorem \[7.9.4\]. Finally, if \( 1 + \Delta^+ P(t) > 0 \) and \( 1 - \Delta^- P(t) > 0 \), then \( e_{dP}(t+, t_0) \) and \( e_{dP}(t-, t_0) \) have the same sign as \( e_{dP}(t, t_0) \), which proves (iv). 

According to the previous theorem, the exponential function changes sign at all points \( t \) such that \( 1 + \Delta^+ P(t) < 0 \) or \( 1 - \Delta^- P(t) < 0 \). Since \( P \) has bounded variation, we conclude that the interval \([a, b]\) can contain only finitely many points where the exponential function changes its sign.

The next theorem describes the class of all real functions \( P \) for which the generalized exponential function remains positive.

**7.9.11 Theorem.** Let \( \mathcal{P}_+ \) be the class consisting of all functions \( P : [a, b] \rightarrow \mathbb{R} \) that have bounded variation and satisfy \( 1 + \Delta^+ P(t) > 0 \) for every \( t \in [a, b) \), and \( 1 - \Delta^- P(t) > 0 \) for every \( t \in (a, b] \). Then the following statements hold:
(i) $P \in \mathcal{P}_+ \text{ if and only if } 1 + \Delta^+ P(t) \neq 0 \text{ for every } t \in [a, b], \text{ and the inequality } e_{dP}(t, t_0) > 0 \text{ holds for all } t, t_0 \in [a, b].$

(ii) If $P, Q \in \mathcal{P}_+$, then $P \oplus Q \in \mathcal{P}_+$.

(iii) If $P \in \mathcal{P}_+$, then $\ominus P \in \mathcal{P}_+$.

Proof. The first statement follows from Theorem 7.9.10 and the fact that $e_{dP}(t_0, t_0)$ is positive. Statement (ii) is a consequence of the formulas

$$1 - \Delta^- (P \oplus Q)(t) = \left(1 - \Delta^- P(t)\right) \left(1 - \Delta^- Q(t)\right),$$
$$1 + \Delta^+ (P \oplus Q)(t) = \left(1 + \Delta^+ P(t)\right) \left(1 + \Delta^+ Q(t)\right),$$

which were obtained in the proof of Theorem 7.9.7. Similarly, the last statement is a consequence of the formulas

$$1 + \Delta^+(\ominus P)(t) = \frac{1}{1 + \Delta^+ P(t)}, \quad 1 - \Delta^-(\ominus P)(t) = \frac{1}{1 - \Delta^- P(t)},$$

which were obtained in the proof of Theorem 7.9.9.

Using the exponential function, we can now introduce the generalized hyperbolic functions.

7.9.12 Definition. Consider a function $P : [a, b] \to \mathbb{C}$, which has bounded variation on $[a, b]$. Let $t_0 \in [a, b]$ and assume that

$$1 - (\Delta^+ P(t))^2 \neq 0 \text{ for every } t \in [a, t_0) \text{ and } 1 - (\Delta^- P(t))^2 \neq 0 \text{ for every } t \in (t_0, b].$$

Then we define the generalized hyperbolic functions $\cosh_{dP}$ and $\sinh_{dP}$ by the formulas

$$\cosh_{dP}(t, t_0) = \frac{e_{dP}(t, t_0) + e_{d(-P)}(t, t_0)}{2} \quad \text{for } t \in [a, b],$$
$$\sinh_{dP}(t, t_0) = \frac{e_{dP}(t, t_0) - e_{d(-P)}(t, t_0)}{2} \quad \text{for } t \in [a, b].$$

Note that the condition $1 - (\Delta^+ P(t))^2 \neq 0$ is equivalent to

$$(1 + \Delta^+ P(t))(1 + \Delta^+ (-P)(t)) \neq 0,$$
and $1 - (\Delta^- P(t))^2 \neq 0$ is equivalent to

$$(1 - \Delta^- P(t))(1 - \Delta^- (-P)(t)) \neq 0.$$

Therefore, $e_{dP}$ and $e_{d(-P)}$ are well defined.
Obviously, the two hyperbolic functions are real if $P$ is real, and for $P(s) = s$, we obtain the classical hyperbolic functions:

\[ \cosh_{dP}(t, t_0) = \cosh(t - t_0), \quad \sinh_{dP}(t, t_0) = \sinh(t - t_0). \]

More generally, if $P$ is continuous, then

\[ \cosh_{dP}(t, t_0) = \cosh(P(t) - P(t_0)) \quad \text{and} \quad \sinh_{dP}(t, t_0) = \sinh(P(t) - P(t_0)). \]

In the next theorem, we obtain the analogues of the well-known formulas

\[ (\cosh z)' = \sinh z, \quad (\sinh z)' = \cosh z \quad \text{and} \quad \cosh^2 z - \sinh^2 z = 1. \]

**7.9.13 Theorem.** Consider a function $P : [a, b] \to \mathbb{C}$, which has bounded variation and

\[ 1 - (\Delta^+ P(t))^2 \neq 0 \quad \text{for every} \quad t \in [a, t_0), \]

\[ 1 - (\Delta^- P(t))^2 \neq 0 \quad \text{for every} \quad t \in (t_0, b]. \]

The generalized hyperbolic functions have the following properties:

(i) $\cosh_{dP}(t_0, t_0) = 1$, $\sinh_{dP}(t_0, t_0) = 0$.

(ii) $\cosh_{dP}(t, t_0) = 1 + \int_{t_0}^{t} \sinh_{dP}(s, t_0) \, dP(s)$ for $t \in [a, b]$.

(iii) $\sinh_{dP}(t, t_0) = \int_{t_0}^{t} \cosh_{dP}(s, t_0) \, dP(s)$ for $t \in [a, b]$.

(iv) $\cosh^2_{dP}(t, t_0) - \sinh^2_{dP}(t, t_0) = e_{dQ}(t, t_0)$ for $t \in [a, b]$, where

\[ Q(t) = (P \oplus (-P))(t) = \int_{t_0}^{t} (\Delta^- P(s) - \Delta^+ P(s)) \, dP(s) \]

\[ = \sum_{s \in [t_0, t]} (\Delta^- P(s))^2 - \sum_{s \in [t_0, t]} (\Delta^+ P(s))^2 \]

with the convention that $\Delta^+ P(t) = 0$, $\Delta^- P(t_0) = 0$.

**Proof.** The first statement is obvious. Using the definition of the generalized exponential function, we obtain

\[ \cosh_{dP}(t, t_0) = \frac{1}{2} \left( 1 + \int_{t_0}^{t} e_{dP}(s, t_0) \, dP(s) + 1 + \int_{t_0}^{t} e_{d(-P)}(s, t_0) \, d(-P)(s) \right) \]

\[ = 1 + \frac{1}{2} \int_{t_0}^{t} (e_{dP}(s, t_0) - e_{d(-P)}(s, t_0)) \, dP(s) = 1 + \int_{t_0}^{t} \sinh_{dP}(s, t_0) \, dP(s), \]
which proves statement (ii). Similarly we can prove statement (iii). To verify the last one, observe that
\[
\cosh_d^2(t, t_0) - \sinh_d^2(t, t_0) = \left( \frac{e_d(t, t_0) + e_d(-P)(t, t_0)}{2} \right)^2 - \left( \frac{e_d(t, t_0) - e_d(-P)(t, t_0)}{2} \right)^2
= e_d(t, t_0)e_d(-P)(t, t_0) = e_d(P \oplus (-P))(t, t_0).
\]

From Theorem 7.9.7, we have
\[
(P \oplus (-P))(t) = -\int_{t_0}^{t} \Delta^+ P(s) \, dP(s) + \int_{t_0}^{t} \Delta^- P(s) \, dP(s)
= -\sum_{s \in [t_0, t]} (\Delta^+ P(s))^2 + \sum_{s \in (t_0, t]} (\Delta^- P(s))^2,
\]
which completes the proof. □

Finally, we introduce the generalized trigonometric functions.

7.9.14 Definition. Consider a function \( P : [a, b] \to \mathbb{C} \), which has bounded variation on \([a, b]\). Let \( t_0 \in [a, b] \) and assume that
\[
1 + (\Delta^+ P(t))^2 \neq 0 \text{ for every } t \in [a, t_0) \text{ and } 1 + (\Delta^- P(t))^2 \neq 0 \text{ for every } t \in (t_0, b].
\]
Then we define the generalized trigonometric functions \( \cos_d P \) and \( \sin_d P \) by the formulas
\[
\cos_d P(t, t_0) = \frac{e_d(iP)(t, t_0) + e_d(-iP)(t, t_0)}{2} = e_d(iP)(t, t_0) \quad \text{for } t \in [a, b],
\]
\[
\sin_d P(t, t_0) = \frac{e_d(iP)(t, t_0) - e_d(-iP)(t, t_0)}{2i} = -i e_d(iP)(t, t_0) \quad \text{for } t \in [a, b].
\]

Note that the condition \( 1 + (\Delta^+ P(t))^2 \neq 0 \) is equivalent to
\[
(1 + \Delta^+ (iP)(t))(1 + \Delta^+ (-iP)(t)) \neq 0,
\]
and \( 1 + (\Delta^- P(t))^2 \neq 0 \) is equivalent to
\[
(1 - \Delta^- (iP)(t))(1 - \Delta^- (-iP)(t)) \neq 0.
\]
Therefore, \( e_d(iP) \) and \( e_d(-iP) \) are well defined. If \( P \) is a real function, both conditions are always satisfied.

Again, it is easy to see that for \( P(s) = s \), our definitions coincide with the classical trigonometric functions:
\[
\cos_d P(t, t_0) = \cos(t - t_0), \quad \sin_d P(t, t_0) = \sin(t - t_0).
\]
Also, if \( P \) is continuous, then
\[
\cos_{dP}(t, t_0) = \cos(P(t) - P(t_0)) \quad \text{and} \quad \sin_{dP}(t, t_0) = \sin(P(t) - P(t_0)).
\]

If \( P \) is real, the trigonometric functions are real as well: By part (7) of Theorem 7.9.4,
\[
ed_{d(iP)} + ed(-iP) = ed(iP) + \overline{ed(iP)},
\]
which is purely real. Similarly,
\[
ed_{d(iP)} - ed(-iP) = ed(iP) - \overline{ed(iP)},
\]
which is purely imaginary.

We now derive the analogues of the well-known formulas
\[(\cos z)' = -\sin z, \quad (\sin z)' = \cos z \quad \text{and} \quad \cos^2 z + \sin^2 z = 1.\]

7.9.15 Theorem. Consider a function \( P : [a, b] \to \mathbb{C} \), which has bounded variation and
\[1 + (\Delta^+ P(t))^2 \neq 0 \quad \text{for every} \quad t \in [a, t_0),
\]
\[1 + (\Delta^- P(t))^2 \neq 0 \quad \text{for every} \quad t \in (t_0, b].
\]

The generalized trigonometric functions have the following properties:

(i) \( \cos_{dP}(t_0, t_0) = 1, \ \sin_{dP}(t_0, t_0) = 0. \)

(ii) \( \cos_{dP}(t, t_0) = 1 - \int_{t_0}^{t} \sin_{dP}(s, t_0) \, dP(s) \text{ for } t \in [a, b]. \)

(iii) \( \sin_{dP}(t, t_0) = \int_{t_0}^{t} \cos_{dP}(s, t_0) \, dP(s) \text{ for } t \in [a, b]. \)

(iv) \( \cos^2_{dP}(t, t_0) + \sin^2_{dP}(t, t_0) = e_{dQ}(t, t_0) \text{ for } t \in [a, b], \) where
\[
Q(t) = (iP \oplus (-iP))(t) = \int_{t_0}^{t} (\Delta^+ P(s) - \Delta^- P(s)) \, dP(s)
\]
\[= \sum_{s \in [t_0, t]} (\Delta^+ P(s))^2 - \sum_{s \in (t_0, t]} (\Delta^- P(s))^2
\]

with the convention that \( \Delta^+ P(t) = 0, \ \Delta^- P(t_0) = 0. \)
Proof. The first statement is obvious. Using the definition of the generalized exponential function, we get

\[
\cos_{dP}(t, t_0) = \frac{1}{2} \left( 1 + \int_{t_0}^{t} e_{d(iP)}(s, t_0) \, d[iP(s)] + 1 + \int_{t_0}^{t} e_{d(-iP)}(s, t_0) \, d[-iP(s)] \right)
\]

\[
= 1 + \frac{i}{2} \int_{t_0}^{t} (e_{d(iP)}(s, t_0) - e_{d(-iP)}(s, t_0)) \, dP(s)
\]

\[
= 1 + \frac{i}{2} \int_{t_0}^{t} (2i \sin_{dP}(s, t_0)) \, dP(s) = 1 - \int_{t_0}^{t} \sin_{dP}(s, t_0) \, dP(s),
\]

which proves statement (ii). The proof of statement (iii) is similar. To prove the last one, we observe that

\[
\cos^2_{dP}(t, t_0) + \sin^2_{dP}(t, t_0)
\]

\[
= \left( \frac{e_{d(iP)}(t, t_0) + e_{d(-iP)}(t, t_0)}{2} \right)^2 + \left( \frac{e_{d(iP)}(t, t_0) - e_{d(-iP)}(t, t_0)}{2i} \right)^2
\]

\[
= e_{d(iP)}(t, t_0) e_{d(-iP)}(t, t_0) = e_{d(iP \oplus (-iP))}(t, t_0).
\]

From Theorem 7.9.7 we have

\[
(iP \oplus (-iP))(t) = \int_{t_0}^{t} \Delta^+ P(s) \, dP(s) - \int_{t_0}^{t} \Delta^- P(s) \, dP(s)
\]

\[
= \sum_{s \in [t_0, t]} (\Delta^+ P(s))^2 - \sum_{s \in [t_0, t]} (\Delta^- P(s))^2,
\]

which completes the proof.

As far as an additional literature to this chapter is concerned, we can recommend for example the monographs [60], [85], [122], [147] or the articles [1], [46], [103], [126], [127].
Chapter 8

Miscellaneous additional topics

In this chapter we present selected applications of the Kurzweil-Stieltjes integral.

The following two sections are concerned with topics in functional analysis, namely, the general form of continuous linear functionals on $C([a, b])$ and $G([a, b])$, respectively.

8.1 Continuous linear functionals on the space of continuous functions

One of the most important tasks of functional analysis is to find explicit representations of continuous linear functionals on function spaces.

Recall that linear functionals on a space $X$ are linear mappings of $X$ into $\mathbb{R}$. The set of all linear functionals on $X$ is a linear space when equipped with the usual operations of addition and scalar multiplication (defined pointwise). Further, if $X$ is a Banach space equipped with a norm $\| \cdot \|_X$, then it is well known that a linear functional $\Phi$ on $X$ is continuous if and only if it is bounded, i.e., if there is a number $K \in [0, \infty)$ such that $|\Phi(x)| \leq K \|x\|_X$ holds for all $x \in X$.

The space of continuous linear functionals on the Banach space $X$ is denoted by $X^*$ and is called the dual (or adjoint) space to $X$. Furthermore, $X^*$ is a Banach space with respect to the norm given by

$$\|\Phi\|_{X^*} = \sup \{ |\Phi(x)| : x \in X, \|x\|_X \leq 1 \} \quad \text{for } \Phi \in X^*.$$

It is known that continuous linear functionals on the space $C([a, b])$ are well described by means of the Riesz representation formula involving the classical Riemann-Stieltjes ($\delta$)-integral. In [55], we can find a proof of the Riesz theorem based on the Bernstein polynomials approximation of continuous functions. Herein, following the standards of many books in functional analysis, we rely on the Hahn-Banach Theorem to obtain the general form of continuous linear functionals on $C([a, b])$.

8.1.1 Theorem (Hahn-Banach). Let $X$ be a Banach space, and let $Y \subset X$ be its subspace. If $\Phi \in Y^*$ is an arbitrary continuous linear functional on $Y$, then there exists a continuous linear functional $\tilde{\Phi}$ on $X$ such that

$$\tilde{\Phi}(y) = \Phi(y) \quad \text{for } y \in Y \quad \text{and} \quad \|\tilde{\Phi}\|_{X^*} = \|\Phi\|_{Y^*}. \quad (8.1.1)$$
Note that our formulation of the Hahn-Banach Theorem is not the most general one (see e.g. [30]). However, it is quite sufficient for our purposes.

Now we present a general form of continuous linear functionals on the space of continuous functions.

8.1.2 Theorem (Riesz). \( \Phi \) is a continuous linear functional on \( C([a, b]) \) if and only if there is a function \( p \in BV([a, b]) \) such that \( p(a) = 0 \) and

\[
\Phi(x) = (\delta) \int_a^b x \, dp \quad \text{for any function} \quad x \in C([a, b]).
\]

(8.1.2)

In such a case, \( \| \Phi \|_{(C([a, b]))^*} = \text{var}_a^b p \).

Proof. a) Let \( x \in C([a, b]) \) and \( p \in BV([a, b]) \) be given. Then by Theorem 5.6.3 the integral \( (\delta) \int_a^b x \, dp \) exists and, by Lemma 5.1.11 the inequality

\[
\left| (\delta) \int_a^b x \, dp \right| \leq (\text{var}_a^b p) \| x \|
\]

is true. Hence, the mapping \( \Phi_p : C([a, b]) \to \mathbb{R} \) given by

\[
\Phi_p(x) = (\delta) \int_a^b x \, dp
\]

is a continuous linear functional on \( C([a, b]) \), and

\[
\| \Phi_p \|_{(C([a, b]))^*} \leq \text{var}_a^b p.
\]

(8.1.3)

b) Let an arbitrary \( \Phi \in (C([a, b]))^* \) be given. Denote by \( X \) the set of all bounded functions on \([a, b]\). Obviously, \( X \) is a Banach space with respect to the supremum norm and \( C([a, b]) \) is a closed subspace of \( X \). For the rest of the proof, put \( Y = C([a, b]) \).

By Theorem 8.1.1 there is a functional \( \tilde{\Phi} \in X^* \) such that \( \| \tilde{\Phi} \|_{X^*} = \| \Phi \|_{Y^*} \) and \( \tilde{\Phi}(y) = \Phi(y) \) for all \( y \in Y \). Put

\[
p(a) = 0 \quad \text{and} \quad p(t) = \tilde{\Phi}(\chi_{[a, t]}) \quad \text{for} \quad t \in (a, b].
\]

(8.1.4)

We will prove that \( p \in BV([a, b]) \). To this aim, let \( \alpha \) be an arbitrary division of \([a, b]\). Denote \( m = \nu(\alpha) \). Then

\[
V(p, \alpha) = \sum_{j=1}^m |p(\alpha_j) - p(\alpha_{j-1})| = \sum_{j=1}^m c_j [p(\alpha_j) - p(\alpha_{j-1})],
\]
where \( c_j = \text{sgn}[p(\alpha_j) - p(\alpha_{j-1})] \) for \( j \in \{1, \ldots, m\} \). Hence, with respect to the definition (8.1.4), we obtain

\[
V(p, \alpha) = c_1 \tilde{\Phi}(\chi_{[a,\alpha_1]}) + \sum_{j=2}^{m} c_j [\tilde{\Phi}(\chi_{[a,\alpha_j]}) - \tilde{\Phi}(\chi_{[a,\alpha_{j-1}]})]
\]

\[
= c_1 \tilde{\Phi}(\chi_{[a,\alpha_1]}) + \sum_{j=2}^{m} c_j \tilde{\Phi}(\chi_{[\alpha_{j-1},\alpha_j]})
\]

\[
= \tilde{\Phi} \left( c_1 \chi_{[a,\alpha_1]} + \sum_{j=2}^{m} c_j \chi_{[\alpha_{j-1},\alpha_j]} \right) = \tilde{\Phi}(h),
\]

where

\[
h(t) = c_1 \chi_{[a,\alpha_1]}(t) + \sum_{j=2}^{m} c_j \chi_{[\alpha_{j-1},\alpha_j]}(t) \quad \text{for } t \in [a, b].
\]

Obviously \( \|h\|_X = \|h\| = 1 \) and hence \( V(p, \alpha) \leq \|\tilde{\Phi}\|_{X^*} = \|\Phi\|_{Y^*} \) for any division \( \alpha \) of \([a, b]\). This means that

\[
\text{var}^b_a p \leq \|\Phi\|_{Y^*}.
\] (8.1.5)

It remains to show that (8.1.2) is true or, in other words, \( \Phi = \Phi_p \). Let \( x \in Y \) and \( \varepsilon > 0 \) be given. Since the function \( x \) is uniformly continuous on \([a, b]\), there is a \( \delta > 0 \) such that

\[
|x(t) - x(s)| < \varepsilon \quad \text{whenever } t, s \in [a, b] \text{ and } |t - s| < \delta.
\]

Without loss of generality we can assume that \( \delta > 0 \) is such that

\[
\left| S(x, dp, P) - (\delta) \int_a^b x \, dp \right| < \varepsilon
\]

for all partitions \( P = (\beta, \eta) \) of \([a, b]\) with \( |\beta| < \delta \). Let \( \alpha \) be an arbitrary division of \([a, b]\) such that \( |\alpha| < \delta \), and consider the function

\[
x_\alpha(t) = \begin{cases} x(\alpha_1) & \text{if } t \in [a, \alpha_1], \\
x(\alpha_j) & \text{if } t \in (\alpha_{j-1}, \alpha_j] \text{ and } j \in \{2, 3, \ldots, \nu(\alpha)\}.
\end{cases}
\]

It is easy to see that \( \|x - x_\alpha\|_X \leq \varepsilon \) and

\[
x_\alpha(t) = x(\alpha_1) \chi_{[a,\alpha_1]}(t) + \sum_{j=2}^{\nu(\alpha)} x(\alpha_j) \chi_{(\alpha_{j-1},\alpha_j]}(t) \quad \text{for } t \in [a, b].
\]
This together with \((8.1.4)\) implies that
\[
\tilde{\Phi}(x_\alpha) = x(\alpha_1) \Phi(\chi_{[a,\alpha_1]}) + \sum_{j=2}^{\nu(\alpha)} x(\alpha_j) \left[ \tilde{\Phi}(\chi_{[a,\alpha_j]}) - \tilde{\Phi}(\chi_{[a,\alpha_{j-1}]} \right]
\]
\[
= x(\alpha_1) \left[ p(\alpha_1) - p(a) \right] + \sum_{j=2}^{\nu(\alpha)} x(\alpha_j) \left[ p(\alpha_j) - p(\alpha_{j-1}) \right]
\]
\[
= \sum_{j=1}^{\nu(\alpha)} x(\alpha_j) \left[ p(\alpha_j) - p(\alpha_{j-1}) \right] = S(x, dp, (\alpha, \xi)),
\]
where \(\xi = \{\alpha_1, \ldots, \alpha_{\nu(\alpha)}\}\). Therefore
\[
\left| \Phi(x) - (\delta) \int_a^b x \, dp \right| = \left| \tilde{\Phi}(x) - (\delta) \int_a^b x \, dp \right|
\]
\[
\leq \left| \tilde{\Phi}(x) - \tilde{\Phi}(x_\alpha) \right| + \left| \tilde{\Phi}(x_\alpha) - (\delta) \int_a^b x \, dp \right|
\]
\[
< \|\tilde{\Phi}\|_X \cdot \|x - x_\alpha\|_X + \left| S(x, dp, (\alpha, \xi)) - (\delta) \int_a^b x \, dp \right|
\]
\[
< \|\tilde{\Phi}\|_X \cdot \epsilon + \epsilon = (\|\Phi\|_Y + 1) \epsilon.
\]
Since \(\epsilon > 0\) can be arbitrarily small, we conclude that
\[
\Phi(x) = \Phi_p(x) = (\delta) \int_a^b x \, dp \quad \text{for} \quad x \in C([a, b]).
\]
Finally, by \((8.1.3)\) and \((8.1.5)\), we have \(\|\Phi\|_{(C([a, b]))^*} = \|\Phi\|_{Y^*} = \text{var}_a^b p\). \(\square\)

The correspondence
\[
\Phi \in (C([a, b]))^* \mapsto p \in \text{BV}([a, b])
\]
is not uniquely determined by the relation \((8.1.2)\). Indeed, if \(p_1\) and \(p_2\) are functions such that \(p_1 = p_2\) except for a countable set and \((8.1.2)\) holds for \(p_1\), then the relation is also satisfied for \(p_2\). This is a consequence of the following lemma.

**8.1.3 Lemma.** Let \(g \in \text{BV}([a, b])\). Then
\[
(\delta) \int_a^b f \, dg = 0 \quad \text{holds for any function} \quad f \in C([a, b]) \quad (8.1.6)
\]
if and only if there is an at most countable set \(D \subset (a, b)\) such that
\[
g(t) = g(a) \quad \text{for} \quad t \in [a, b] \setminus D. \quad (8.1.7)
\]
Proof. Without any loss of generality we may assume that \( g(a) = 0 \).

a) Assume (8.1.7). Let \( f \) be an arbitrary continuous function on \([a, b]\). We will show that

\[
(\delta) \int_a^b f \, dg = 0. \tag{8.1.8}
\]

Clearly, if \( D = \emptyset \), the integral is zero. Let \( D = \{d\} \), where \( d \in (a, b) \), and let \( \varepsilon > 0 \) be given. Choose \( \delta > 0 \) in such a way that

\[ |f(t) - f(s)| < \varepsilon \quad \text{whenever } t, s \in [a, b] \text{ and } |t - s| < 2\delta. \]

Consider an arbitrary partition \( P = (\alpha, \xi) \) of \([a, b]\) such that \( |\alpha| < \delta \). Clearly, \( S(f, dg, P) = 0 \) if \( d \notin \alpha \). Otherwise, \( d = \alpha_j \) for some \( j \in \{1, \ldots, \nu(\alpha) - 1\} \) and we have

\[ |S(f, dg, P)| = |f(\xi_j) - f(\xi_{j+1})| \, |g(d)| < \varepsilon \|g\|, \]

which proves that (8.1.8) holds in the case when \( D \) is a singleton set. From the linearity of the integral with respect to the integrator, it follows that (8.1.8) holds if the set \( D \) is finite.

Now, assume that \( D \) is countable, i.e., \( D = \{d_k\} \). For each \( n \in \mathbb{N} \), put

\[ g_n(t) = \begin{cases} g(t) & \text{if } t \in \{d_1, d_2, \ldots, d_n\}, \\ 0 & \text{if } t \in [a, b] \setminus \{d_1, d_2, \ldots, d_n\} \end{cases} \]

Clearly, the sequence \( \{g_n\} \) is pointwise convergent to \( g \) and \( \text{var}_a^b g_n \leq \text{var}_a^b g \) for all \( n \in \mathbb{N} \). Furthermore, by the previous part of the proof we have \((\delta) \int_a^b f \, dg_n = 0\) for every \( n \in \mathbb{N} \). Equality (8.1.8) is then a consequence of the Helly’s convergence theorem (Theorem 5.7.6).

b) Let (8.1.6) hold. Inserting \( f(t) \equiv 1 \) into (8.1.6) we find that \( g(b) = g(a) = 0 \).

Put

\[ f(t) = (\delta) \int_a^t g(s) \, ds \quad \text{for } t \in [a, b]. \]

Then \( f \in C([a, b]) \) and, by Integration by parts Theorem (Theorem 5.5.1) and Substitution Theorem (Theorem 5.4.3), we obtain

\[
(\delta) \int_a^b f \, dg = f(b) \, g(b) - f(a) \, g(a) - (\delta) \int_a^b g \, df
\]

\[ \quad = -(\delta) \int_a^b g^2(t) \, dt. \]
Let \( t_0 \in (a, b) \) be such that \( g \) is continuous at \( t_0 \). Then, if it were \( g(t_0) \neq 0 \), we could find an \( \eta > 0 \) such that
\[
g^2(t) > 0 \quad \text{for} \quad t \in (t_0 - \eta, t_0 + \eta).
\]
This leads to
\[
(\delta) \int_a^b f \, dg = - (\delta) \int_a^b g^2(t) \, dt \leq - (\delta) \int_{t_0-\eta}^{t_0-\eta} g^2(t) \, dt < 0,
\]
which contradicts the assumption (8.1.6). Therefore, \( g(t) \) can be nonzero only if \( t \) is a discontinuity point of \( g \). By Theorem 2.3.2 there are at most countably many such points. This shows that (8.1.7) is true.

8.1.4 Remark. From Theorem 8.1.2 and Lemma 8.1.3 we deduce that for any continuous linear functional \( \Phi \) on the space \( C([a, b]) \), there exists a unique function \( p \in BV([a, b]) \) such that
\[
p(a) = 0, \quad p(t+) = p(t) \quad \text{for} \quad t \in (a, b)
\]
and
\[
\Phi(x) = (\delta) \int_a^b x \, dp \quad \text{for any} \quad x \in C([a, b]).
\]

Functions \( p \in BV([a, b]) \) that are continuous from the right on \((a, b)\) and such that \( p(a) = 0 \) are called normalized function of bounded variation. The set of all such functions will be denoted by the symbol \( NBV([a, b]) \). Obviously, \( NBV([a, b]) \) is a closed subset of \( BV([a, b]) \). Moreover, by Theorem 8.1.2 and Lemma 8.1.3 the spaces \( (C([a, b]))^* \) and \( NBV([a, b]) \) are isomorphic, i.e., the mapping
\[
\Phi \in (C([a, b]))^* \mapsto p \in NBV([a, b])
\]
is one-to-one. Note that the same statement holds if \( NBV([a, b]) \) is replaced by the space of functions of bounded variation on \([a, b]\) that are left-continuous on \((a, b)\) and vanish in some fixed point \( c \in [a, b] \).

Let \( \Phi \in (C([a, b]))^* \) be given and let \( p \in NBV([a, b]) \) be determined by (8.1.10). The following theorem shows that then the equality \( \| \Phi \|_{(C([a, b]))^*} = \| p \|_{BV} \) is true, i.e., the spaces \( (C([a, b]))^* \) and \( NBV([a, b]) \) are isometrically isomorphic.

8.1.5 Theorem. If \( p \in NBV([a, b]) \) and \( \Phi(x) = (\delta) \int_a^b x \, dp \) for \( x \in C([a, b]) \), then
\[
\| \Phi \|_{(C([a, b]))^*} = \| p \|_{BV} = \text{var}^b_a p.
\]
More precisely, the mapping \( \Phi \in (C([a, b]))^* \mapsto p \in NBV([a, b]) \), where \( p \) is determined by relation (8.1.9), is an isometry.
Proof. By Lemma 5.1.11 we have
\[ \left| \int_a^b x \, dp \right| \leq (\text{var}_a^b p) \|x\|. \]
This means that the inequality
\[ \|\Phi\|_{(C([a,b]))^*} \leq \|p\|_{BV} \]  
(8.1.11)
is true. We will prove that for every \( \varepsilon > 0 \) there exists a function \( \tilde{x} \in C([a, b]) \) such that
\[ \|\tilde{x}\| = 1 \quad \text{and} \quad |\Phi(\tilde{x})| > \text{var}_a^b p - \varepsilon. \]  
(8.1.12)
Let an arbitrary \( \varepsilon > 0 \) be given. Choose a division \( \alpha \) of \([a, b]\) in such a way that \( \nu(\alpha) \geq 2 \) and
\[ V(p, \beta) > \text{var}_a^b p - \frac{\varepsilon}{3} \]  
for any its refinement \( \beta \).  
(8.1.13)
Set \( m = \nu(\alpha) \). Recall that the right-continuity of \( p \) on \((a, b)\) implies that the function \( v(t) = \text{var}_t^p \) is right-continuous on \((a, b)\) (Corollary 2.3.4). Therefore, for any \( j \in \{1, \ldots, m-1\} \) there is a point \( t_j \in (\alpha_j, \alpha_{j+1}) \) such that
\[ \text{var}_{\alpha_j}^t_j p = v(t_j) - v(\alpha_j) < \frac{\varepsilon}{3(m-1)}. \]  
(8.1.14)
Put
\[ \tilde{x}(t) = \begin{cases} \text{sgn}(p(\alpha_1) - p(a)) & \text{if } t \in [a, \alpha_1] \\ \text{sgn}(p(\alpha_{j+1}) - p(t_j)) & \text{if } t \in [t_j, \alpha_{j+1}], j \in \{1, \ldots, m-1\}, \end{cases} \]
and extend the function \( \tilde{x} \) to a continuous function on \([a, b]\) in such a way that it will be linear on the intervals \([\alpha_j, t_j], j = 1, \ldots, m-1\). Obviously, \( \|\tilde{x}\| = 1 \). Moreover,
\[ \int_a^b \tilde{x} \, dp = |p(\alpha_1) - p(a)| + \sum_{j=1}^{m-1} |p(\alpha_{j+1}) - p(t_j)| + \sum_{j=1}^{m-1} (\delta) \int_{\alpha_j}^{t_j} \tilde{x} \, dp. \]
Since \( |\tilde{x}(t)| \leq 1 \) for \( t \in [a, b] \), it follows by (8.1.14) that
\[ \left| \int_a^b \tilde{x} \, dp \right| \geq |p(\alpha_1) - p(a)| + \sum_{j=1}^{m-1} |p(\alpha_{j+1}) - p(t_j)| - \sum_{j=1}^{m-1} \text{var}_{\alpha_j}^t_j p \]
\[ \geq V(p, \tilde{\alpha}) - 2 \sum_{j=1}^{m-1} \text{var}_{\alpha_j}^t_j p > V(p, \tilde{\alpha}) - \frac{2\varepsilon}{3}, \]
where $\tilde{\alpha} = \{a, \alpha_1, t_1, \alpha_2, \ldots, \alpha_{m-1}, t_{m-1}, b\}$. By (8.1.13) we get
$$\left| (\delta) \int_a^b \tilde{x} \, dp \right| > V(p, \tilde{\alpha}) - \frac{2\varepsilon}{3} > \text{var}_a^b p - \varepsilon,$$
that is, (8.1.12) holds. Hence $\sup_{\|x\| \leq 1} |\Phi(x)| \geq \text{var}_a^b p$, wherefrom by (8.1.11) the assertion of the theorem follows.

In view of Theorem 8.1.5, the space $\text{NBV}([a, b])$ can be identified with the space $(C([a, b]))^*$.  

8.1.6 Exercise. Prove the following assertion:

For a given continuous linear functional $\Phi$ on $C([a, b])$, there exists a unique function $p \in \text{BV}([a, b])$ such that
$$p(b) = 0, \quad p(t-) = p(t) \quad \text{for} \quad t \in (a, b)$$
and
$$\Phi(x) = (\delta) \int_a^b x \, dp \quad \text{for any} \quad x \in C([a, b]).$$

Furthermore, in Theorem 8.1.5 the space $\text{NBV}([a, b])$ can be replaced by the space of functions left-continuous on $(a, b)$ and such that $p(b) = 0$.

8.2 Continuous linear functionals on spaces of regulated functions

For continuous linear functionals on the space of regulated functions, an analogue of the Riesz representation (Theorem 8.2.1) requires a more general notion than the Riemann-Stieltjes integral. Results of this type are available in [60], [67], where the Dushnik integral was used, and in [17], where the Young integral was used. Herein, we show that continuous linear functionals on $G([a, b])$ are well described by means of the Kurzweil-Stieltjes integral. To this end, we introduce the following notation:

8.2.1 Definition. We will say that $f : [a, b] \to \mathbb{R}$ is a summable function if $f$ vanishes except for a countable set and $\sum_{a \leq t \leq b} |f(t)| < \infty$. For simplicity, we denote
$$s[f] = \sum_{a \leq t \leq b} |f(t)|.$$

It is not difficult to see that a summable function $f : [a, b] \to \mathbb{R}$ has bounded variation. The following lemmas concerning summable functions will be useful later.
8.2.2 Lemma. If \( r : [a, b] \to \mathbb{R} \) is a summable function and \( x : [a, b] \to \mathbb{R} \) is bounded, then the sum
\[
\Psi_r(x) = \sum_{a \leq t \leq b} r(t) x(t)
\]
converges and \(|\Psi_r(x)| \leq s[r] \|x\|\).

Proof. By the definition of a summable function, the sum
\[
\sum_{a \leq t \leq b} |r(t)| x(t)
\]
is finite. Therefore
\[
|\Psi_r(x)| \leq \sum_{a \leq t \leq b} |r(t)| x(t) \leq \|x\| \sum_{a \leq t \leq b} |r(t)|,
\]
is also finite and the result follows. \(\square\)

8.2.3 Lemma. If \( \Phi \) is a continuous linear functional on \( G([a, b]) \), then the function \( r : [a, b] \to \mathbb{R} \), given by \( r(t) = \Phi(\chi_{[t]}) \) for \( t \in [a, b] \), is summable.

Proof. For each \( n \in \mathbb{N} \), let \( M_n = \{t \in [a, b] : r(t) \geq 1/n\} \). Assume that there exists \( N \in \mathbb{N} \) such that \( M_N \) is infinite. Let \( T \subset M_N \) be a finite set with \( m \) elements. Then \( \|\chi_{T}\| = 1 \) and
\[
\Phi(\chi_{T}) = \sum_{t \in T} \Phi(\chi_{[t]}) = \sum_{t \in T} r(t) \geq \frac{m}{N}.
\]
Note that \( m \in \mathbb{N} \) can be arbitrarily large (by taking a sufficiently large set \( T \)), which contradicts the fact that \( \Phi \) is bounded. Hence, \( M_n \) is finite for every \( n \in \mathbb{N} \) and, consequently, the set \( \{t \in [a, b] : r(t) > 0\} = \bigcup_{n=1}^{\infty} M_n \) is countable. In a similar way, we can show that \( \{t \in [a, b] : r(t) < 0\} \) is also countable.

Assume \( \{t_k\} \) is a non-repeating sequence of points in \( [a, b] \) such that \( r(t) \neq 0 \) if and only if \( t = t_k \) for some \( k \in \mathbb{N} \). If \( \{t_k\} \) is finite, then \( r \) is clearly summable. Otherwise, for each \( n \in \mathbb{N} \) we get
\[
\sum_{k=1}^{n} |r(t_k)| = \left| \sum_{k=1}^{n} r(t_k) \lambda_k \right| = \left| \Phi\left( \sum_{k=1}^{n} \lambda_k \chi_{[t_k]} \right) \right| \leq \|\Phi\|_{(G([a, b]))^*} \sum_{k=1}^{n} |r(t_k)|,
\]
where \( \lambda_k = \text{sgn}(r(t_k)) \) for \( k \in \{1, \ldots, n\} \). Thus the series \( \sum_{k=1}^{\infty} |r(t_k)| \) converges, and we conclude that \( r \) is summable. \(\square\)
Let \( p \in \text{BV}([a, b]) \), \( q \in \mathbb{R} \), and let \( r : [a, b] \to \mathbb{R} \) be a summable function. For each \( x \in G([a, b]) \), define

\[
\begin{align*}
\Phi_{p,q,r}^+(x) &= q x(a) + \int_a^b p \, dx + \sum_{a \leq t < b} r(t) \Delta^+ x(t), \\
\Phi_{p,q,r}^-(x) &= q x(a) + \int_a^b p \, dx + \sum_{a < t \leq b} r(t) \Delta^- x(t).
\end{align*}
\]

(8.2.2)

Lemma 8.2.2 together with the results of Chapter 6 ensures that both \( \Phi_{p,q,r}^+ \) and \( \Phi_{p,q,r}^- \) are well-defined and linear. Moreover,

\[
|\Phi_{p,q,r}^+(x)| \leq (|q| + |p(a)| + |p(b)| + \text{var}_a^b p + 2 s[r]) \|x\| \quad \text{for} \quad x \in G([a, b]),
\]

and similarly for \( \Phi_{p,q,r}^- \). In summary, for each triple \( (p, q, r) \), the identities (8.2.2) define continuous linear functionals on \( G([a, b]) \).

The following theorem shows that any continuous linear functionals on the space of regulated functions can be described by an identity of the form (8.2.2).

**8.2.4 Theorem.** If \( \Phi \) is a continuous linear functional on \( G([a, b]) \), then there exist \( p, \tilde{p} \in \text{BV}([a, b]) \), \( q \in \mathbb{R} \) and a summable function \( r : [a, b] \to \mathbb{R} \) such that

\[
\Phi(x) = q x(a) + \int_a^b p \, dx - \sum_{a \leq t < b} r(t) \Delta^+ x(t) \quad \text{for} \quad x \in G([a, b]) \quad (8.2.3)
\]

and

\[
\Phi(x) = q x(a) + \int_a^b \tilde{p} \, dx + \sum_{a < t \leq b} r(t) \Delta^- x(t) \quad \text{for} \quad x \in G([a, b]). \quad (8.2.4)
\]

**Proof.** Let \( p, r : [a, b] \to \mathbb{R} \) be given by

\[
p(t) = \Phi(\chi_{[t,b]}) \quad \text{and} \quad r(t) = \Phi(\chi_{[a,t]}) \quad \text{for} \quad t \in [a, b].
\]

By Lemma 8.2.3, the function \( r : [a, b] \to \mathbb{R} \) is summable. We will prove that \( p \in \text{BV}([a, b]) \). To this end, consider an arbitrary division \( \alpha \) of \( [a, b] \). Taking

\[
c_j = \text{sgn}(p(\alpha_{j-1}) - p(\alpha_j)) \quad \text{for} \quad j \in \{1, \ldots, \nu(\alpha)\},
\]

we get

\[
V(p, \alpha) = \left| \sum_{j=1}^{\nu(\alpha)} c_j [p(\alpha_{j-1}) - p(\alpha_j)] \right| = \left| \sum_{j=1}^{\nu(\alpha)} c_j \Phi(\chi_{[\alpha_{j-1}, \alpha_j]}) \right| = |\Phi(h_\alpha)|,
\]

where \( h_\alpha = \sum_{j=1}^{\nu(\alpha)} c_j \chi_{(\alpha_{j-1}, \alpha_j)} \). Since \( \|h_\alpha\| \leq 1 \), it follows that \( \text{var}_a^b p \leq \|\Phi\|_{(G([a,b]))^*}. \)
Further, put \( q = \Phi(\chi_{[a,b]}) \) and

\[
\Phi_{p,q,r}(x) = q \, x(a) + \int_a^b p \, dx - \sum_{a \leq t < b} r(t) \Delta^+ x(t) \quad \text{for } x \in G([a,b]). \tag{8.2.5}
\]

To show that \( \Phi = \Phi_{p,q,r} \), it is enough to verify that

\[
\Phi(x) = \Phi_{p,q,r}(x) \quad \text{for every } x \in S([a,b]) \tag{8.2.6}
\]

(the result then follows from the continuity of both functionals \( \Phi \) and \( \Phi_{p,q,r} \), together with the fact that \( S([a,b]) \) is dense in \( G([a,b]) \)). Let \( x \in S([a,b]) \) be given by

\[
x = \sum_{j=0}^{m} c_j \chi_{[t_j]} + \sum_{j=1}^{m} d_j \chi_{(t_{j-1}, t_j)},
\]

or equivalently,

\[
x = \sum_{j=0}^{m-1} (c_j - d_{j+1}) \chi_{[t_j]} + c_m \chi_{[b]} + \sum_{j=1}^{m} d_j \chi_{(t_{j-1}, t_j)},
\]

where \( \{t_0, t_1, \ldots, t_m\} \) is a division of \([a, b]\) and \( c_j, d_j \in \mathbb{R} \) for all \( j \). Then

\[
\Phi(x) = \sum_{j=0}^{m-1} (c_j - d_{j+1}) r(t_j) + c_m r(b) + \sum_{j=1}^{m} d_j [p(t_{j-1}) - p(t_j)].
\]

On the other hand, by Examples 6.3.1 we have

\[
\int_a^b p \, dx = c_m p(b) - c_0 p(a) + \sum_{j=1}^{m} d_j [p(t_{j-1}) - p(t_j)].
\]

Noting that \( p(b) = r(b) \) and \( \Delta^+ x(t_j) = d_{j+1} - c_j \) for \( j \in \{0, \ldots, m-1\} \), from the expressions above we obtain

\[
\Phi(x) = c_0 q + \int_a^b p \, dx - \sum_{j=0}^{m-1} \Delta^+ x(t_j) r(t_j),
\]

therefore \((8.2.6)\) holds.

In order to prove \((8.2.4)\), put \( \tilde{p}(t) = p(t) - r(t) \) for \( t \in [a, b] \). Noticing that \( \tilde{p} \in BV([a, b]) \) and applying Lemma 6.3.18 we get

\[
\int_a^b r \, dx = r(a) \, \Delta^+ x(a) + \sum_{a < t < b} r(t) \, \Delta x(t) + r(b) \, \Delta^- x(b) \quad \text{for } x \in G([a,b]).
\]
This combined with (8.2.3) yields
\[
\Phi(x) = q x(a) + \int_a^b \tilde{p} \, dx + \int_a^b r \, dx - \sum_{a \leq t < b} r(t) \Delta^+ x(t)
\]
\[
= q x(a) + \int_a^b \tilde{p} \, dx + \sum_{a < t \leq b} r(t) \Delta^- x(t),
\]
that is, (8.2.4) holds.

The identities in Theorem 8.2.4 depend on the value of the regulated function at the initial point \( a \). With a dependence on the end point \( b \), two other representation formulas for continuous linear functionals on \( G([a, b]) \) can be derived.

8.2.5 Theorem. If \( \Phi \) is a continuous linear functional on \( G([a, b]) \), then there exist \( p, \tilde{p} \in BV([a, b]), q \in \mathbb{R} \) and a summable function \( r : [a, b] \to \mathbb{R} \) such that
\[
\Phi(x) = q x(b) - \int_a^b p \, dx - \sum_{a \leq t < b} r(t) \Delta^+ x(t) \quad \text{for } x \in G([a, b]). \tag{8.2.7}
\]
and
\[
\Phi(x) = q x(b) - \int_a^b \tilde{p} \, dx + \sum_{a < t \leq b} r(t) \Delta^- x(t) \quad \text{for } x \in G([a, b]). \tag{8.2.8}
\]

8.2.6 Exercise. Prove Theorem 8.2.5

Hint: Consider \( p, \tilde{p} : [a, b] \to \mathbb{R} \) given respectively by
\[
p(t) = \begin{cases} 
\Phi(\chi_{[a,t)}) & \text{if } t \in (a, b], \\
0 & \text{if } t = a,
\end{cases}
\]
and \( \tilde{p}(t) = p(t) + r(t) \) for \( t \in [a, b] \).

In the case when the function \( x \in G([a, b]) \) is left-continuous on \( (a, b] \), the identity (8.2.4) reduces to
\[
\Phi(x) = q x(a) + \int_a^b p \, dx,
\]
while (8.2.8) yields
\[
\Phi(x) = q x(b) - \int_a^b p \, dx.
\]
Analogous expressions hold if we consider functions \( x \in G([a, b]) \) right-continuous on \( [a, b) \), and use identities (8.2.3) and (8.2.7). Therefore, from Theorems 8.2.4 and 8.2.5 we obtain the following representation formulas for continuous linear functionals defined on certain subspaces of \( G([a, b]) \).
8.2.7 Theorem. (i) \( \Phi \) is a continuous linear functional on \( G_R([a, b]) \) if and only if there exist \( p, \tilde{p} \in \text{BV}([a, b]) \) and \( q \in \mathbb{R} \) such that

\[
\begin{align*}
\Phi(x) &= q x(a) + \int_{a}^{b} p \, dx, \\
\Phi(x) &= q x(b) - \int_{a}^{b} \tilde{p} \, dx,
\end{align*}
\]

for every \( x \in G_R([a, b]) \).

(ii) \( \Phi \) is a continuous linear functional on \( G_L([a, b]) \) if and only if there exist \( p, \tilde{p} \in \text{BV}([a, b]) \) and \( q \in \mathbb{R} \) such that

\[
\begin{align*}
\Phi(x) &= q x(a) + \int_{a}^{b} p \, dx, \\
\Phi(x) &= q x(b) - \int_{a}^{b} \tilde{p} \, dx,
\end{align*}
\]

for every \( x \in G_L([a, b]) \).

Proof. (i) Given \( p, \tilde{p} \in \text{BV}([a, b]) \) and \( q \in \mathbb{R} \), it is not difficult to see that each identity in \((8.2.9)\) defines a continuous linear functional \( \Phi \) on \( G_R([a, b]) \).

Now, consider an arbitrary functional \( \Phi \in (G_R([a, b]))^* \) and, for \( x \in G([a, b]) \), define

\[
\tilde{x}(t) = \begin{cases} 
 x(t+) & \text{if } t \in [a, b), \\
 x(b) & \text{if } t = b.
\end{cases}
\]

and \( \tilde{\Phi}(x) = \Phi(\tilde{x}) \). By Corollary \( 4.1.9 \), \( \tilde{x} \in G_R([a, b]) \), and hence the mapping \( \tilde{\Phi} : G([a, b]) \to \mathbb{R} \) is well defined and linear. Furthermore,

\[
|\tilde{\Phi}(x)| \leq \|\Phi\|_{(G_R([a,b]))^*} \|\tilde{x}\| \leq \|\Phi\|_{(G_R([a,b]))^*} \|x\| \quad \text{for } x \in G([a, b]),
\]

that is, \( \tilde{\Phi} \) is a continuous linear functional on \( G([a, b]) \). Applying Theorems \( 8.2.4 \) and \( 8.2.5 \), the equalities in \((8.2.9)\) follow from the fact that \( \tilde{\Phi} = \Phi \) on \( G_R([a, b]) \).

The proof of (ii) is analogous.

Next we show that Theorem \( 8.2.7 \) (i) infers an isomorphism between \( \text{BV}([a, b]) \) and the dual space of \( G_R([a, b]) \).

8.2.8 Theorem. For \( p \in \text{BV}([a, b]) \), let

\[
\Phi_p(x) = p(a) x(a) + \int_{a}^{b} p \, dx 
\]

for \( x \in G_R([a, b]) \).
Then, the mapping
\[ p \in \text{BV}([a, b]) \mapsto \Phi_p \in (\tilde{G}_R([a, b]))^* \]
(8.2.11)
is an isomorphism.

**Proof.** Clearly, (8.2.11) defines a linear mapping and, by Theorem ??, it is also surjective. Now, consider \( p \in \text{BV}([a, b]) \) such that \( \Phi_p \equiv 0 \). Since by Examples [6.3.1] we have
\[
\Phi_p(\chi_{[a,b]}) = p(a), \\
\Phi_p(\chi_{(\tau,b]}) = p(\tau) \quad \text{if} \quad \tau \in (a,b],
\]
we conclude that \( p \equiv 0 \), showing that the mapping is one-to-one.

Finally, from Theorem 6.3.5 it follows that
\[
\|\Phi_p\|_{(G_L([a,b]))^*} \leq 2|p(a)| + |p(b)| + \text{var}_a^b p \leq 3\|p\|_{\text{BV}},
\]
which implies that (8.2.11) is continuous. \( \square \)

Similarly, one can show that \( \text{BV}([a, b]) \) is isomorphic to the dual space of \( G_L([a, b]) \).

**8.2.9 Theorem.** For \( p \in \text{BV}([a, b]) \), let
\[
\Phi_p(x) = p(b) x(b) - \int_a^b p \, dx, \quad x \in \tilde{G}_L([a, b]).
\]
Then, the mapping
\[ p \in \text{BV}([a, b]) \mapsto \Phi_p \in (G_L([a, b]))^* \]
is an isomorphism.

**8.2.10 Exercise.** Prove Theorem 8.2.9.

**8.2.11 Remark.** It is worth highlighting that the representations given by (8.2.10) differ from the one presented in [60] not only in the integral used but also in its form. According to [60], a functional \( \Phi \in (G_L([a, b]))^* \) can be described by the equality
\[
\Phi(x) = (\sigma D) \int_a^b x \, dp \quad \text{for} \quad x \in G_L([a, b]),
\]
where \( p \in \text{BV}([a, b]) \), \( p(a) = 0 \), and the integral is understood as the \( (\sigma) \) Dushnik integral, cf. Section 6.12. On the other hand, the representation by means of the Kurzweil-Stieltjes integral, besides adding an extra term, has regulated functions \( x \) in the role of integrators.
Regarding continuous linear functionals on $G_{reg}([a, b])$, $\tilde{G}_{reg}([a, b])$, $\tilde{G}_{L}([a, b])$ and $\tilde{G}_{R}([a, b])$, their general representations can be obtained by following the same arguments as those used in the proof of Theorem 8.2.7. For example, for $\tilde{G}_{reg}([a, b])$ we have the following statement.

**8.2.12 Theorem.** $\Phi$ is a continuous linear functional on $\tilde{G}_{reg}([a, b])$ if and only if there exist $p \in BV([a, b])$ and $q \in \mathbb{R}$ such that $\Phi = \Phi_{p,q}$, where

$$\Phi_{p,q}(x) = q x(a) + \int_{a}^{b} p \, dx \quad \text{for} \quad x \in \tilde{G}_{reg}([a, b]).$$

Moreover, the mapping

$$(p, q) \in BV([a, b]) \times \mathbb{R} \mapsto \Phi_{p,q} \in (\tilde{G}_{reg}([a, b]))^*$$

is an isomorphism.

**8.2.13 Exercise.** Prove Theorem 8.2.12. 

*Hint:* Consider the function $p : [a, b] \to \mathbb{R}$ given by

$$p(t) = \begin{cases} 
\Phi(\chi_{(a,b)}) & \text{if } t = a, \\
\Phi\left(\frac{1}{2}\chi_{[t]} + \chi_{(t,b)}\right) & \text{if } t \in (a, b), \\
\Phi(\chi_{[b]}) & \text{if } t = b.
\end{cases}$$

### 8.3 Adjoint classes of KS-integrable functions

In mathematical analysis, to understand classes of functions which are integrable (in some sense) is fairly crucial for applications to differential equations. When the integration process is of the Stieltjes type though, there are two possible ways of addressing the question of integrability. First, for a fixed integrator $g$, we can ask for which functions $f$ the integral $\int f \, dg$ exists. Second, for a fixed integrand $f$, we can ask for which class of functions $g$ the integral $\int f \, dg$ exists. To put it another way, in Stieltjes-type integration a class of functions $B$ determines a class $A$ so that the integral $\int f \, dg$ exists provided $f \in A$ and $g \in B$. Related notion is that of adjoint classes defined as follows (see also [18]).

**8.3.1 Definition.** Let $A$ and $B$ be two classes of functions defined on $[a, b]$, and consider an integration process $T$. We say that $A$ is adjoint with $B$ regarding the integral $T$ if the following three conditions are satisfied:

1. The integral $\int_{a}^{b} f \, dg$ exists for every $f \in A$ and every $g \in B$. 

(ii) If the integral \( \int_a^b f \, dg \) exists for every \( g \in B \), then \( f \in A \).

(iii) If the integral \( \int_a^b f \, dg \) exists for every \( f \in A \), then \( g \in B \).

Notice that in Definition 8.3.1 the order of sets \( A \) and \( B \) is important as it refers to the classes of integrands and integrators, respectively. Further, notice also that if \( A \) and \( B \) are adjoint with respect to a given integral \( T \), then neither \( A \) nor \( B \) can be enlarged so that the integrability condition (i) is preserved. Moreover, conditions (ii) and (iii) mean that the integrability with respect to a given integral can be regarded as a tool to characterize some particular properties of functions.

In light of the definition above, we can see that Theorems 5.6.3, 5.8.3 and 5.8.5 imply that \( C([a, b]) \) and \( BV([a, b]) \) are adjoint classes of Riemann-Stieltjes integrable functions. From this, we know that the existence of the Riemann-Stieltjes integral with respect to every function of bounded variation ensures continuity. Obviously, we cannot expect such a property to hold in the theory of Kurzweil-Stieltjes integration. Indeed, the following result, based on a simple application of the bounded convergence theorem, indicates a whole class of discontinuous functions for which the Kurzweil-Stieltjes integral with respect to functions of bounded variation always exists.

**8.3.2 Proposition.** Let \( D = \{d_k\} \subset [a, b], \ c \in \mathbb{R} \) and let \( f : [a, b] \to \mathbb{R} \) be bounded and such that

\[
f(t) = c \quad \text{for } t \in [a, b] \setminus D.
\]

Then the integral \( \int_a^b f \, dg \) exists for all \( g \in BV([a, b]) \).

**Proof.** If \( D \) is finite, the assertion of the corollary is obvious. So, let \( D \) be infinite. For each \( n \in \mathbb{N} \), put \( D_n = \{d_1, d_2, \ldots, d_n\} \) and define

\[
f_n(t) = \begin{cases} 
c & \text{if } t \in [a, b] \setminus D_n, \\
f(t) & \text{if } t \in D_n.
\end{cases}
\]

Since \( f_n \) is a finite step function, the integral \( \int_a^b f_n \, dg \) exists for every \( g \in BV([a, b]) \) (cf. Corollary 6.3.2). It is easy to see that the sequence \( \{f_n\} \) is uniformly bounded by \( K = \max\{|f|, |c|\} \) and \( f_n(t) \) tends to \( f(t) \) for every \( t \in [a, b] \). Hence the result follows from Theorem 6.8.8 (bounded convergence theorem).

Adjoint classes of integrable functions have been studied in connection to a variety of integration theories in a handful of papers. Among those dealing with some generalizations of the Riemann-Stieltjes integral we can mention, for
instance, [19], [20] and [138]. In what follows we will address the question of adjoint classes regarding the KS-integral. Having in mind Theorems 6.3.8 and 6.3.11, we investigate adjoint classes of KS-integrable functions in two directions.

First, we show that the class of regulated functions, $G([a, b])$, together with functions of bounded variation, $BV([a, b])$, cannot be called adjoint with respect to the KS-integral. Alternatively, the reverse order, that is, $BV([a, b])$ and $G([a, b])$, yields a pair of adjoint classes of KS-integrable functions.

Next example shows that condition (ii) of Definition 8.3.1 fails to be true when $A = G([a, b])$ and $B = BV([a, b])$.

8.3.3 Example. Let $c \in \mathbb{R}$ and consider a function $f : [0, 1] \to \mathbb{R}$ given by

$$f(t) = c \quad \text{for} \quad t \in [a, b] \setminus D,$$

where $D = \{d_k\} \subset [a, b]$ is infinite and such that $\lim_{k \to \infty} d_k = d \notin D$ while $f(d_k)$ does not converge to $c$. Thus, $f$ is not regulated, but by Proposition 8.3.2 the integral $\int_a^b f \, dg$ exists for all $g \in BV([a, b])$.

The example above leads us to conclude that $G([a, b])$ is not adjoint with $BV([a, b])$ regarding the KS-integral. Yet, we might wonder whether condition (iii) of Definition 8.3.1 holds for these classes of functions. As we will see in the following example, the answer is again negative.

8.3.4 Example. Let $g : [0, 1] \to \mathbb{R}$ be given by

$$g(t) = \begin{cases} 1/k & \text{if} \quad t = 1/k \quad \text{for some} \quad k \in \mathbb{N} \quad \text{such that} \quad k \geq 2, \\ 0 & \text{otherwise.} \end{cases} \quad (8.3.1)$$

Claim 1. $\text{var}^b_0 g = \infty$.

Note that $\Delta^- g(1/k) = -\Delta^+ g(1/k) = 1/k$ for $k \in \mathbb{N}$ and hence

$$\sum_{0 \leq t < 1} |\Delta^+ g(t)| + \sum_{0 < t \leq 1} |\Delta^- g(t)| = 2 \sum_{k=1}^{\infty} 1/k = \infty.$$ 

On the other hand, if we had $g \in BV([0, 1])$, then by Corollary 2.3.8 we would have

$$\sum_{0 \leq t < 1} |\Delta^+ g(t)| + \sum_{0 < t \leq 1} |\Delta^- g(t)| \leq \text{var}^1_0 g.$$

Therefore $\text{var}^1_0 g = \infty$.

Claim 2. $\int_0^1 f \, dg = 0 \quad \text{for every} \quad f : [0, 1] \to \mathbb{R}$. 

Let \( f : [0, 1] \to \mathbb{R} \) and \( \varepsilon > 0 \) be given. Put \( D = \{0\} \cup \{ \frac{1}{k} : k \in \mathbb{N}, k \geq 2 \} \) and define
\[
\delta(t) = \begin{cases} 
\text{dist}(t, D) & \text{if } t \notin D, \\
\text{dist}(t, D \setminus \{t\}) & \text{if } t = \frac{1}{k} \text{ for some } k \in \mathbb{N} \text{ such that } k \geq 2, \\
\eta, & \text{if } t = 0,
\end{cases}
\]
where \( \eta > 0 \) is such that
\[
|f(0)| |g(s)| < \varepsilon \quad \text{for } s \in (0, \eta) \tag{8.3.2}
\]
(such a number exists as \( g(0+) = g(0) = 0 \)). Let \( P = (\alpha, \xi) \) be a \( \delta \)-fine partition of \([0, 1]\). Due to the definition of \( \delta \) we have \( \xi_1 = 0 \) and for each \( j \in \{2, \ldots, \nu(\alpha)\} \) the subinterval \([\alpha_{j-1}, \alpha_j]\) contains at most one point of \( D \). Moreover, it is not difficult to see that if \( \alpha_j = \xi_j = \frac{1}{k} \) for some \( j \in \{2, \ldots, \nu(\alpha) - 1\} \) and \( k \geq 2 \), then \( \xi_{j+1} = \xi_j = \frac{1}{n} \). Hence, in such case,
\[
f(\xi_j) (g(\alpha_j) - g(\alpha_{j-1})) + f(\xi_{j+1}) (g(\alpha_{j+1}) - g(\alpha_j)) = f(\frac{1}{k}) (g(\alpha_{j+1}) - g(\alpha_{j-1})) = 0,
\]
since none of the points \( \alpha_{j-1} \) and \( \alpha_{j+1} \) belong to \( D \setminus \{0\} \). Let \( \tilde{P} \) be the partition obtained from \( P \) by combining two adjacent subintervals whenever they have a common tag. All subintervals determined by \( \tilde{P} \), except the first one, contribute nothing to \( S(f, dg, \tilde{P}) \). Therefore
\[
|S(f, dg, P)| = |S(f, dg, \tilde{P})| = |f(0) g(\alpha_1)| < \varepsilon,
\]
where the last inequality is due to (8.3.2). This proves Claim 2.

Concerning the function \( g \) in (8.3.1), it is worth highlighting that, unlike what we observed for the integration in the Kurzweil sense, the RS-integral fails to exist even for all continuous functions. This is a direct consequence of the fact that \( C([a, b]) \) and \( BV([a, b]) \) are adjoint with respect to the RS-integral. (See Theorem 5.8.3 for details.)

The example above not only invalidates condition (iii) for the classes \( G([a, b]) \) and \( BV([a, b]) \), but also shows that there is no class of functions \( \mathcal{A} \) adjoint with \( BV([a, b]) \) regarding the KS-integral. Nevertheless, as will see in the following theorem, integrability with respect to functions of bounded variation ensures boundedness of the integrator.

**8.3.5 Theorem.** If \( f : [a, b] \to \mathbb{R} \) is a function such that the integral \( \int_a^b f \, dg \) exists for every \( g \in BV([a, b]) \), then \( f \) is bounded.
Proof. For contradiction, assume that there exists an unbounded function \( f \) satisfying the hypothesis. Without loss of generality, assume that \( f \) is unbounded from above (otherwise, consider the function \(-f\).) Thus, there exist \( c \in [a, b] \) and a sequence \( \{t_n\} \) in \([a, b]\) such that

\[
\lim_{n \to \infty} t_n = c \quad \text{and} \quad \lim_{n \to \infty} f(t_n) = +\infty.
\]

Note that the intersection of \( \{t_n : n \in \mathbb{N}\} \) with at least one of the intervals \([a, c)\), \((c, b]\) is an infinite set. Thus, we can assume that the sequence \( \{t_n\} \) is monotone and \( \{f(t_n)\} \) is increasing, with \( f(t_n) > 0 \) for all \( n \in \mathbb{N} \). Denote

\[
y_0 = 0, \quad y_n = \frac{1}{f(t_n)} - \frac{1}{f(t_{n+1})}, \quad s_n = \sum_{k=0}^{n} y_k, \quad \text{for } n \in \mathbb{N}.
\]

If \( \{t_n\} \) increases to \( c \), define \( g : [a, b) \to \mathbb{R} \) by

\[
g(t) = \begin{cases} 
0, & \text{if } t \in [a, t_1], \\
 s_{n-1}, & \text{if } t \in [t_n, t_{n+1}), \ n \in \mathbb{N}, \\
\lim_{n \to \infty} s_n, & \text{if } t \in [c, b].
\end{cases}
\]

Note that \( g \) is continuous at \( c \) and has bounded variation, because it is monotone. By hypothesis, the integral \( f(t) \, dg \) exists; thus, using Hake’s Theorem \(6.5.5\) we can write

\[
\int_{a}^{c} f \, dg = \lim_{n \to \infty} \left( \int_{a}^{t_n} f \, dg + f(c)[g(c) - g(t_n)] \right) = \lim_{n \to \infty} \int_{a}^{t_n} f \, dg. \quad (8.3.3)
\]

For each \( k \in \mathbb{N} \), calculating the integral we obtain

\[
\int_{t_k}^{t_{k+1}} f \, dg = \int_{t_k}^{t_{k+1}} f \, d(s_{k-1} \chi_{[t_k, t_{k+1})} + s_k \chi_{[t_{k+1}]}) = f(t_{k+1})(s_k - s_{k-1}) = f(t_{k+1})y_k
\]

(see Examples \(6.3.1\)), and consequently

\[
\int_{a}^{t_n} f \, dg = \int_{a}^{t_k} f \, dg + \sum_{k=1}^{n-1} \int_{t_k}^{t_{k+1}} f \, dg = \sum_{k=1}^{n-1} f(t_{k+1})y_k. \quad (8.3.4)
\]

We claim that \( \sum_{n=1}^{\infty} f(t_{n+1})y_n \) diverges. Indeed, since the sequence \( \{f(t_n)\} \) is increasing and unbounded, for each \( n \in \mathbb{N} \) we can choose \( m_n \in \mathbb{N} \), such that

\[
m_n > n \quad \text{and} \quad \frac{f(t_n)}{f(t_{m_n+1})} < \frac{1}{2}.
\]
Therefore,
\[ \sum_{k=n}^{m_n} f(t_{k+1}) y_k = \sum_{k=n}^{m_n} \frac{f(t_{k+1}) - f(t_k)}{f(t_k)} \geq \frac{1}{f(t_{m_n+1})} \sum_{k=n}^{m_n} [f(t_{k+1}) - f(t_k)] = \]
\[ = 1 - \frac{f(t_n)}{f(t_{m_n+1})} > \frac{1}{2}. \]

This means that \( \sum_{n=1}^{\infty} f(t_{n+1}) y_n \) does not satisfy the Cauchy condition of convergence, and consequently the series diverges. Having this in mind, the equality (8.3.4) together with (8.3.3) contradicts the existence of the integral \( \int_a^c f \, dg \).

If, on the other hand, \( \{t_n\} \) decreases to \( c \), we redefine \( g \) accordingly and using similar argument we get that \( \int_c^b f \, dg \) equals a divergent series; again a contradiction. In summary, we conclude that a function satisfying the hypothesis must be bounded.

Now we turn our attention to the following question: Is \( BV([a, b]) \) adjoint with \( G([a, b]) \) regarding KS-integral? We know from Theorem 6.3.11 that condition (i) of Definition 8.3.1 is satisfied for these classes of functions. The verification of the remaining ones is contained in Propositions 8.3.6 and 8.3.8.

**8.3.6 Proposition.** If \( f : [a, b] \to \mathbb{R} \) is a function such that the integral \( \int_a^b f \, dg \) exists for every \( g \in G([a, b]) \), then \( f \in BV([a, b]) \).

**Proof.** For contradiction, assume that there exists a function \( f \) such that \( \text{var}_b^a f = \infty \), while the integral \( \int_a^b f \, dg \) exists for each \( g \in G([a, b]) \). Recall that a function belongs to \( BV([a, b]) \) if and only if each point of \( [a, b] \) has a neighborhood on which the variation is finite. Hence, as \( f \notin BV([a, b]) \), there must exist a point \( c \) which satisfies either \( c \in (a, b) \) and \( \text{var}_c^t f = \infty \) for every \( t \in [a, c) \), or \( c \in [a, b) \) and \( \text{var}_c^t f = \infty \) for every \( t \in (c, b] \). By Lemma 5.8.2 (i), in the former case there is an increasing sequence \( \{t_k\} \) in \( (a, c) \) such that

\[ \lim_{k \to \infty} t_k = c \quad \text{and} \quad \sum_{k=1}^{\infty} |f(t_{k+1}) - f(t_k)| = \infty \]

and further, due to Lemma 5.8.1, we can choose a sequence \( \{y_k\} \) of positive numbers in such a way that

\[ \lim_{k \to \infty} y_k = 0 \quad \text{and} \quad \sum_{k=1}^{\infty} y_k |f(t_{k+1}) - f(t_k)| = \infty. \quad (8.3.5) \]

Let \( \lambda_k = \text{sgn} (f(t_k) - f(t_{k+1})) \) for \( k \in \mathbb{N} \). Define

\[ g(t) = \begin{cases} y_k \lambda_k & \text{if } t \in (t_k, t_{k+1}) \text{ and } k \in \mathbb{N}, \\ 0 & \text{otherwise}. \end{cases} \]
Clearly, \( g \in G([a, b]) \) and \( g(c-) = g(c) = 0 \). Since \( \int_{a}^{b} f \, dg \) exists, the integral also exists in every subinterval of \([a, b]\). In particular, \( \int_{a}^{t_{1}} f \, dg = 0 \) and for each \( k \in \mathbb{N} \), by Examples 6.3.1(ii), we obtain

\[
\int_{t_{k}}^{t_{k+1}} f \, dg = y_{k} \lambda_{k} \int_{t_{k}}^{t_{k+1}} f \, d\chi_{(t_{k}, t_{k+1})} = y_{k} \lambda_{k} (f(t_{k}) - f(t_{k+1}))
\]

that is,

\[
\int_{t_{k}}^{t_{k+1}} f \, dg = y_{k} |f(t_{k+1}) - f(t_{k})|.
\]

Due to the convergence of the sequence \( \{t_{n}\} \) and Hake’s Theorem 6.5.3, we can write

\[
\int_{a}^{c} f \, dg = \lim_{n \to \infty} \left( \int_{a}^{t_{n}} f \, dg + f(c) [g(c) - g(t_{n})] \right)
\]

\[
= \int_{a}^{t_{1}} f \, dg + \lim_{n \to \infty} \sum_{k=1}^{n-1} \int_{t_{k}}^{t_{k+1}} f \, dg = \lim_{n \to \infty} \sum_{k=1}^{n-1} y_{k} |f(t_{k+1}) - f(t_{k})|.
\]

Hence, in view of (8.3.5), \( \int_{a}^{c} f \, dg \) diverges, which is a contradiction. Therefore we conclude that a function satisfying the hypothesis must have a bounded variation.

In the latter case, i.e., when there is \( c \in [a, b) \) such that \( \var_{c} \chi f = \infty \) for every \( t \in (c, b) \), the proof is similar, but relies on part (ii) of Lemma 5.8.2. \( \square \)

We remark that, in the proposition above, \( G([a, b]) \) cannot be replaced by the class \( C([a, b]) \). In other words, the existence of the Kurzweil–Stieltjes integral with respect to continuous integrators does not ensure bounded variation. To illustrate this fact we can again make use of the function given in (8.3.1).

**8.3.7 Example.** Let \( f : [0, 1] \to \mathbb{R} \) be given by

\[
f(t) = \begin{cases} 
\frac{1}{k} & \text{if } t = \frac{1}{k} \text{ for some } k \in \mathbb{N} \text{ such that } k \geq 2, \\
0 & \text{otherwise.}
\end{cases}
\]

We know that \( f \notin \text{BV}([0, 1]) \) (see Example 8.3.1). Let us prove that \( \int_{0}^{1} f \, dg = 0 \) for every \( g \in C[0, 1] \). Consider an arbitrary \( \varepsilon > 0 \). Since \( g \) is uniformly continuous, for each \( k \in \mathbb{N} \) there exists \( \rho_{k} > 0 \) such that

\[
\omega_{Q_{k}} (g) < \frac{\varepsilon}{k}, \quad Q_{k} = (\frac{1}{k} - \rho_{k}, \frac{1}{k} + \rho_{k}) \cap [0, 1],
\]
where $\omega_{Q_k}(g)$ denotes the modulus of oscillation of $g$ on $Q_k$. Put

$$D = \{0\} \cup \left\{ \frac{1}{k} : k \in \mathbb{N}, k \geq 2 \right\}$$

and define a gauge $\delta$ on $[0, 1]$ by

$$\delta(t) = \begin{cases} 
\text{dist}(t, D) & \text{if } t \notin D, \\
\min \left\{ \rho_k, \text{dist}(t, D \setminus \{t\}) \right\} & \text{if } t = \frac{1}{k}, k \in \mathbb{N}, k \geq 2, \\
1 & \text{if } t = 0.
\end{cases}$$

Let $P = (\alpha, \xi)$ be a $\delta$-fine partition of $[0, 1]$. Then, for each $j \in \{2, \ldots, \nu(\alpha)\}$, the subinterval $[\alpha_{j-1}, \alpha_j)$ contains at most one point of $D$. Let $\Lambda$ be the set of all indices $j \in \{1, \ldots, \nu(\alpha)\}$ such that $\xi_j = \frac{1}{k_j}$ for some $k_j \in \mathbb{N}$. Clearly, $[\alpha_{j-1}, \alpha_j) \subset Q_{k_j}$ for every $j \in \Lambda$. Therefore,

$$|S(f, dg, P)| = \left| \sum_{j \in \Lambda} f(\xi_j) (g(\alpha_j) - g(\alpha_{j-1})) \right| \leq \sum_{j \in \Lambda} \frac{1}{k_j} \omega_{Q_{k_j}}(g) < \varepsilon \sum_{n=1}^{\infty} \frac{1}{n^2}$$

wherefrom it follows that $\int_0^1 f \, dg = 0$.

To conclude that $\text{BV}([a, b])$ and $G([a, b])$ are adjoint classes it remains to verify also condition (iii). Such a characterization of a regulated function via the integrability in the KS-sense has been already investigated in Proposition 2.60 of [29]. Indeed, the result in [29] shows that we need not test the integrability of the whole space $\text{BV}([a, b])$ but simply the finite step functions of the form $\chi_J$ where $J$ is an arbitrary interval. Herein we present a slightly different proof for the result in [29].

8.3.8 Proposition. Let $g : [a, b] \to \mathbb{R}$. If, for every interval $J$, the integral $\int_a^b \chi_J \, dg$ exists, then $g \in G([a, b])$.

Proof. Given $c \in [a, b]$ we will prove that $g(c^+)$ exists. To this aim, let $f = \chi_{(c, b]}$ and let $\varepsilon > 0$ be given. Thus, we can choose a gauge $\delta$ on $[a, b]$ such that

$$\left| S(f, dg, P) - \int_a^b f \, dg \right| < \frac{\varepsilon}{2} \quad \text{for every } \delta\text{-fine partition } P \text{ of } [a, b]. \quad (8.3.6)$$

In view of Lemma 6.1.12 we can assume that the gauge $\delta$ is such that every $\delta$-fine partition contains $c$ as the tag of some subinterval.

Fix an arbitrary $\delta$-fine partition $P = (\alpha, \xi)$ of $[a, b]$ and let $\ell \in \{1, \ldots, \nu(\alpha)\}$ be such that $\xi_\ell = c$. For each $t \in (c, \xi_\ell)$, define the partition

$$\tilde{P}_t = P_t^- \cup P_t \cup Q_t \cup P_t^+,$$
where \( P_t^- = (\{\alpha_0, \ldots, \alpha_{\ell-1}\}, \{\xi_1, \ldots, \xi_{\ell-1}\}) \), \( P_t = (\{\alpha_{\ell-1}, t\}, \{c\}) \), \( Q_k \) is an arbitrary \( \delta \)-fine partition of \([t, \alpha]\) and \( P_t^+ = (\{\alpha_{\ell}, \ldots, \alpha_{\nu(\alpha)}\}, \{\xi_{\ell+1}, \ldots, \xi_{\nu(\alpha)}\}) \).

Thus, \( \tilde{P}_t \) is a \( \delta \)-fine partition of \([a, b]\) and a simple calculation shows that

\[
S(f, dg, \tilde{P}_t) = S(f, dg, Q_t) + S(f, dg, P_t^+) = g(b) - g(t).
\]

This together with (8.3.6) implies that for each pair \( u, v \in (c, \alpha) \) we get

\[
|g(u) - g(v)| = |S(f, dg, \tilde{P}_u) - S(f, dg, \tilde{P}_v)| < \varepsilon,
\]

showing that the Cauchy condition for the existence of \( g(c+) \) is satisfied. Analogously, we can show the existence of \( g(c-) \) for every \( c \in (a, b) \).

Propositions [8.3.6] and [8.3.8] lead to the following corollary.

8.3.9 Corollary. \( BV([a, b]) \) is adjoint with \( G([a, b]) \) regarding the KS-integral.

### 8.4 Distributions

In this section we outline some applications of the Kurzweil-Stieltjes integral in the theory of distributions, which are understood in the sense of L. Schwartz [?]. Let us recall some of the basic notions and definitions.

8.4.1 Definition. The symbol \( \mathcal{D}[a, b] \) stands for the set of functions \( \varphi: \mathbb{R} \to \mathbb{R} \), which are infinitely differentiable and such that \( \varphi^{(k)}(t) = 0 \) for all \( t \in \mathbb{R} \setminus (a, b) \) and \( k \in \mathbb{N} \cup \{0\} \). Functions from \( \mathcal{D}[a, b] \) are called test functions on \([a, b]\).

The set \( \mathcal{D}[a, b] \) is a linear space when equipped with the usual operations of addition and scalar multiplication. We say that a sequence \( \varphi_n \) converges to \( \varphi \) in \( \mathcal{D}[a, b] \) if and only if

\[
\lim_{n \to \infty} \|\varphi_n^{(k)} - \varphi^{(k)}\| = 0 \quad \text{for any} \quad k \in \mathbb{N} \cup \{0\}.
\]

With the topology induced by the notion of convergence above, \( \mathcal{D}[a, b] \) is a topological vector space.

Typical examples of test functions on \([a, b]\) are given by:

\[
\varphi_{c,d}(t) = \begin{cases} 
\exp\left(\frac{1}{t-c} + \frac{1}{d-t}\right) & \text{for} \; t \in (c, d), \\
0 & \text{for} \; t \in \mathbb{R} \setminus (c, d),
\end{cases}
\]

(8.4.1)

where \([c, d]\) is an arbitrary closed subinterval of \([a, b]\).
8.4.2 Definition. Continuous linear functionals on the topological vector space \( \mathcal{D}[a, b] \) are called distributions on \([a, b]\), and the set of all distributions on \([a, b]\) is denoted by the symbol \( \mathcal{D}^*[a, b] \).

In other words, the set \( \mathcal{D}^*[a, b] \) is the dual space to \( \mathcal{D}[a, b] \).

For a given distribution \( f \in \mathcal{D}^*[a, b] \) and a test function \( \varphi \in \mathcal{D}[a, b] \), the value \( f(\varphi) \) is traditionally denoted by \( \langle f, \varphi \rangle \).

8.4.3 Remark. Let \( f \in L^1([a, b]) \) be given and let

\[
\langle f, \varphi \rangle = \int_a^b f(t) \varphi(t) \, dt \quad \text{for} \quad \varphi \in \mathcal{D}[a, b]
\]

(where the integral is understood as the Lebesgue integral). The mapping \( \varphi \mapsto \langle f, \varphi \rangle \) defines a distribution on \([a, b]\), which will be also denoted by the symbol \( f \). We say that the distribution \( f \) is determined by the function \( f \).

The null element of the space \( \mathcal{D}^*[a, b] \) is the distribution that maps each test function to zero. Notice that this distribution is determined by an arbitrary measurable function \( f \) which vanishes almost everywhere in \([a, b]\). In particular, if \( f \in G([a, b]) \), then \( f = 0 \in \mathcal{D}^*[a, b] \) if and only if \( f(t-) = f(s+) = 0 \) for \( t \in (a, b) \), \( s \in [a, b] \). Likewise, if \( f \in G_{\text{reg}}([a, b]) \), then \( f = 0 \in \mathcal{D}^*[a, b] \) if and only if \( f(t) = 0 \) for all \( t \in [a, b] \). Consequently, if \( g \in L^1([a, b]) \), then there is at most one function \( f \in G_{\text{reg}}([a, b]) \) such that \( f = g \) a.e. on \([a, b]\).

Furthermore, for \( f, g \in L^1([a, b]) \), the equality \( f = g \) holds in the sense of \( \mathcal{D}^*[a, b] \) if and only if \( f = g \) a.e. on \([a, b]\).

8.4.4 Definition. For a given distribution \( f \in \mathcal{D}^*[a, b] \), its distributional derivative \( f' \) is defined by \( \langle f', \varphi \rangle = -\langle f, \varphi' \rangle \) for \( \varphi \in \mathcal{D}[a, b] \).

Similarly, for each \( k \in \mathbb{N} \), we define

\[
\langle f^{(k)}, \varphi \rangle = (-1)^k \langle f, \varphi^{(k)} \rangle \quad \text{for} \quad \varphi \in \mathcal{D}[a, b].
\]

Note that distributional derivatives of absolutely continuous functions are determined by their classical derivatives.

8.4.5 Example. Given an arbitrary \( \tau \in (a, b) \), by \( \delta_\tau \) we denote the Dirac \( \delta \)-distribution (concentrated in \( \tau \)) defined by

\[
\langle \delta_\tau, \varphi \rangle = \varphi(\tau) \quad \text{for every} \quad \varphi \in \mathcal{D}[a, b].
\]

One can show that \( \delta_\tau \) corresponds to the distributional derivative of the Heaviside function given by \( h_\tau(t) = H(t - \tau), \quad t \in [a, b] \), where

\[
H(t) = \begin{cases} 
0 & \text{for} \quad t < 0, \\
\frac{1}{2} & \text{for} \quad t = 0, \\
1 & \text{for} \quad t > 0.
\end{cases}
\]
Indeed, by Theorems 6.4.2 and 6.6.1, as well as relations (6.3.1) and (6.3.5), we get

\[
\langle h'_\tau, \varphi \rangle = -\langle h_\tau, \varphi' \rangle = -\int_a^b h_\tau(t) \varphi'(t) \, dt
\]

\[
= -\int_a^b h_\tau(t) \left[ \int_a^t \varphi'(s) \, ds \right] = -\int_a^b h_\tau \, d\varphi
\]

\[
= -\int_a^b h_\tau \varphi(t) \, dt = -\int_a^b \varphi \, dh_\tau = \varphi(\tau),
\]

which shows that \( \delta_\tau = h'_\tau \) in the sense of distributions.

8.4.6 Theorem. Let \( f \in L^1([a, b]) \). Then its distributional derivative \( f' \) is the zero distribution if and only if there is a constant \( c \in \mathbb{R} \) such that \( f(t) = c \) for almost all \( t \in [a, b] \).

Proof. Let \( f(t) = c \) for almost all \( t \in [a, b] \) and \( \varphi \in \mathcal{D}[a, b] \), then

\[
\langle f', \varphi \rangle = -\langle c, \varphi' \rangle = -c \int_a^b \varphi'(s) \, ds = -c (\varphi(b) - \varphi(a)) = 0.
\]

Conversely, assume that distributional derivative \( f' \) is the zero distribution. \( \square \)

Given an arbitrary test function \( \varphi \in \mathcal{D}[a, b] \), let

\[
\rho(t) = \begin{cases} \int_a^t (\varphi(s) - a_0 \Theta(s)) \, ds & \text{for } t \in [a, b], \\ 0 & \text{for } t \in \mathbb{R} \setminus [a, b], \end{cases}
\]

where

\[
a_0 = \int_a^b \varphi(s) \, ds, \quad \Theta(t) = \frac{\varphi_{a,b}(t)}{\int_a^b \varphi_{a,b}(s) \, ds},
\]

and \( \varphi_{a,b} \) is the function given by (8.4.1). Then

\[
\int_a^b \Theta(s) \, ds = 1
\]

wherefrom it follows easily that \( \rho(a) = \rho(b) = 0 \), i.e., \( \rho \in \mathcal{D}[a, b] \). Furthermore,

\[
\rho'(t) = \varphi(t) - a_0 \Theta(t) \quad \text{for } t \in [a, b].
\]

Hence \( 0 = \langle f, \rho' \rangle = \langle f, \varphi \rangle - \left( \int_a^b \varphi(s) \, ds \right) \langle f, \Theta \rangle \). Therefore, by letting \( c = \langle f, \Theta \rangle \), we get

\[
\langle f, \varphi \rangle = \left( \int_a^b \varphi(s) \, ds \right) \langle f, \Theta \rangle = \int_a^b c \varphi(s) \, ds
\]

for any \( \varphi \in \mathcal{D}[a, b] \). Thus, \( f = c \) in the sense of distributions. \( \square \)

\[\text{1}\] Originally we had the following: “On the other hand, assume that \( \langle f, \varphi' \rangle = 0 \) for any \( \varphi \in \mathcal{D}[a, b] \).”
8.4.7 Exercise. For $f \in L^1([a, b])$ and $k \in \mathbb{N} \cup \{0\}$ show that $f^{(k)} = 0 \in D^*[a, b]$ if and only if there are $c_0, c_1, \ldots, c_{k-1} \in \mathbb{R}$ such that
$$f(t) = c_0 + c_1 t + \cdots + c_{k-1} t^{k-1} \quad \text{for almost all } t \in [a, b].$$

An important problem of the theory of distributions is a proper definition of the product of two distributions. The following classical definitions apply only to very special kinds of distributions.

8.4.8 Definition. (i) If $f, g \in L^1([a, b])$ are such that $fg \in L^1([a, b])$, then
$$\langle fg, \varphi \rangle = \int_a^b f(t)g(t)\varphi(t)\,dt \quad \text{for } \varphi \in D[a, b].$$

(ii) If $f \in D^*[a, b]$ and $g : [a, b] \to \mathbb{R}$ is infinitely differentiable on $[a, b]$, then
$$\langle fg, \varphi \rangle = \langle f, g\varphi \rangle.$$

To deal with differential equations with distributional coefficients, it is useful to have a reasonable definition of the distributions $fg'$ and $f'g$, where $f \in G([a, b])$ and $g \in BV([a, b])$. Obviously, Definition 8.4.8 does not cover such cases. To formulate proper definitions for such couples, the Kurzweil-Stieltjes integral turns to be very helpful.

8.4.9 Definition. If $f \in G([a, b])$ and $g \in BV([a, b])$, then we define
$$\langle f'g, \varphi \rangle = \int_a^b \varphi \, df \quad \text{and} \quad \langle fg', \varphi \rangle = \int_a^b \varphi \, dg \quad \text{for } \varphi \in D[a, b].$$

8.4.10 Theorem. Let $f \in G([a, b])$ and $g \in BV([a, b])$ be such that
$$\Delta^+ f(t) \Delta^+ g(t) = \Delta^- f(t) \Delta^- g(t) \quad \text{for every } t \in (a, b). \tag{8.4.2}$$
Then
$$\langle fg', \varphi \rangle = \langle f'g, \varphi \rangle = -\langle fg, \varphi' \rangle.$$

Proof. Using Definition 8.4.4 together with Integration by parts Theorem (Theorem 6.4.2) and Substitution Theorem (Theorem 6.6.1), for $\varphi \in D[a, b]$ we obtain
$$\langle (fg)', \varphi \rangle = -\langle fg, \varphi' \rangle$$
$$= -\int_a^b f(t)g(t)\varphi'(t)\,dt = -\int_a^b f(t)g(t) \, d\varphi(t)$$
$$= \int_a^b \varphi(t) \, d[f(t)g(t) - f(a)g(a)]$$
$$= \int_a^b \varphi(t) \, d \left[ \int_t^b g \, df + \int_a^t f \, dg \right]$$
$$= \int_a^b \varphi \, df + \int_a^b \varphi \, dg = \langle f'g, \varphi \rangle + \langle fg', \varphi \rangle. \quad \square$$
8.4.11 Remark. Let \( f \in G([a, b]) \) and \( g \in BV([a, b]) \). Then the condition (8.4.2) is obviously satisfied e.g. if

- both functions are regular (see Remark 4.2.5),
- at least one of them is continuous on \( (a, b) \),
- one of them is left-continuous on \( (a, b) \) and the other is right-continuous on \( (a, b) \).

8.4.12 Exercises.

- Let \( \tau \in (a, b), \kappa \in \mathbb{R} \) and

\[
g(t) = \begin{cases} 
0 & \text{if } t < \tau, \\
\kappa & \text{if } t = \tau, \\
1 & \text{if } t > \tau.
\end{cases}
\]

Prove that \( \int_a^b \varphi g \, dg = \varphi(\tau) \kappa \) for any \( \varphi \in BV([a, b]) \).

**Hint:** Using Exercise 6.3.3 determine the values of the integrals \( \int_a^\tau \varphi g \, dg \) and \( \int_\tau^b \varphi g \, dg \).

- If \( h_\tau \) and \( \delta_\tau \) are the Heaviside and Dirac distributions concentrated at a point \( \tau \in (a, b) \), show that \( h_\tau \delta_\tau = \delta_\tau / 2 \).

8.5 Integration on time scales

The time scale calculus, which originated in the work of S. Hilger [57], is a popular tool that provides a unification of the continuous and discrete calculus. It is concerned with functions \( f : \mathbb{T} \to \mathbb{R} \), where \( \mathbb{T} \) is a **time scale** – an arbitrary non-empty closed set \( \mathbb{T} \subset \mathbb{R} \). As we will see, the choice \( \mathbb{T} = \mathbb{R} \) leads to the classical continuous calculus, while \( \mathbb{T} = \mathbb{Z} \) corresponds to the discrete calculus. Another frequently studied time scale is \( \mathbb{T} = \mathbb{Z}^q = \{ q^n : n \in \mathbb{Z} \} \), where \( q > 1 \); this leads to the quantum calculus. The basic operations of the time scale calculus are the \( \Delta \)-derivative, \( \nabla \)-derivative, \( \Delta \)-integral, and \( \nabla \)-integral. The main goal of this section is to show that both types of integrals on time scales are special cases of the Kurzweil-Stieltjes integral.

Let us start by introducing some basic notation. If \( t \in \mathbb{T} \) and \( t < \sup \mathbb{T} \), we denote

\[
s(t) = \inf \{ s \in \mathbb{T} : s > t \}, \quad \mu(t) = \sigma(t) - t.
\]
Moreover, if \( t = \sup T < \infty \), we define \( \sigma(t) = t, \mu(t) = 0 \). The functions \( \sigma : T \rightarrow T \) and \( \mu : T \rightarrow [0, \infty) \) are referred to as the forward jump operator and forward graininess, respectively. If \( t \in T \) satisfies \( \sigma(t) > t \), we say that \( t \) is right-scattered; otherwise, if \( \sigma(t) = t \) and \( t < \sup T \), then \( t \) is called right-dense.

Similarly, if \( t \in T \) and \( t > \inf T \), let

\[
\rho(t) = \sup \{ s \in T : s < t \}, \quad \nu(t) = t - \rho(t).
\]

Moreover, if \( t = \inf T > -\infty \), we define \( \rho(t) = t, \nu(t) = 0 \). The functions \( \rho : T \rightarrow T \) and \( \nu : T \rightarrow [0, \infty) \) are called the backward jump operator and backward graininess, respectively. If \( t \in T \) satisfies \( \rho(t) < t \), we say that \( t \) is left-scattered; otherwise, if \( \rho(t) = t \) and \( t > \inf T \), then \( t \) is called left-dense.

For an arbitrary pair of real numbers \( a < b \), we use the following notation:

\[
[a, b] = [a, b] \cap T, \quad [a, b) = [a, b) \cap T, \quad (a, b] = (a, b] \cap T, \quad (a, b) = (a, b) \cap T.
\]

These sets are referred to as the time scale intervals, and the subscript \( T \) helps to distinguish them from ordinary intervals.

A function \( f : T \rightarrow \mathbb{R} \) is called rd-continuous, if it is continuous at all right-dense points and regulated on \( T \). Similarly, \( f \) is called ld-continuous, if it is continuous at all left-dense points and regulated on \( T \).

Given a function \( f : T \rightarrow \mathbb{R} \), we can introduce the \( \Delta \)-derivative and the \( \nabla \)-derivative of \( f \) at a point \( t \in T \). Although our main interest lies in integration theory, we include the definitions of both derivatives and some of their properties (for more details, see [12][15]).

8.5.1 Definition. Consider a function \( f : T \rightarrow \mathbb{R} \) and a point \( t \in T \).

- Suppose that \( t < \sup T \), or \( t = \sup T \) and \( \rho(t) = t \). We say that the \( \Delta \)-derivative \( f_\Delta(t) \) exists and equals \( D \in \mathbb{R} \), if for every \( \varepsilon > 0 \), there is a \( \delta > 0 \) such that

\[
|f(\sigma(t)) - f(s) - D(\sigma(t) - s)| < \varepsilon |\sigma(t) - s|
\]

for all \( s \in (t - \delta, t + \delta)_T \).

- Suppose that \( t > \inf T \), or \( t = \inf T \) and \( \sigma(t) = t \). We say that the \( \nabla \)-derivative \( f_\nabla(t) \) exists and equals \( D \in \mathbb{R} \), if for every \( \varepsilon > 0 \), there is a \( \delta > 0 \) such that

\[
|f(\rho(t)) - f(s) - D(\rho(t) - s)| < \varepsilon |\rho(t) - s|
\]

for all \( s \in (t - \delta, t + \delta)_T \).
The following remarks should help to clarify the meaning of both derivatives, as well as the difference between them:

- If $\mathbb{T} = \mathbb{R}$, then $f^\Delta(t) = f^\nabla(t) = f'(t)$, i.e., both derivatives coincide with the classical derivative.

- If $\mathbb{T} = \mathbb{Z}$, then $f^\Delta(t) = f(t+1) - f(t)$ and $f^\nabla(t) = f(t) - f(t-1)$, i.e., the $\Delta$- and $\nabla$-derivative reduce to the forward difference and backward difference, respectively.

- More generally, if $t \in \mathbb{T}$ satisfies $\sigma(t) > t$, then
  
  $f^\Delta(t) = \frac{f(\sigma(t)) - f(t)}{\sigma(t) - t} = \frac{f(\sigma(t)) - f(t)}{\mu(t)}$.

  Similarly, if $t \in \mathbb{T}$ satisfies $\rho(t) < t$, then
  
  $f^\nabla(t) = \frac{f(t) - f(\rho(t))}{t - \rho(t)} = \frac{f(t) - f(\rho(t))}{\nu(t)}$.

We now proceed to $\Delta$- and $\nabla$-integrals of a function $f : [a, b]_{\mathbb{T}} \to \mathbb{R}$, which are in a certain sense inverse operations to the $\Delta$- and $\nabla$-derivatives. As in the classical calculus, there exist definitions in the spirit of Newton, Riemann, Lebesgue, and Kurzweil. Moreover, these integrals also have their Stieltjes-type counterparts. We are primarily interested in Kurzweil integrals, but it is instructive to begin with Riemann integrals.

In the rest of this section, we always assume that $a, b \in \mathbb{T}$. A partition of $[a, b]_{\mathbb{T}}$ is a partition $P = (\alpha, \xi)$ of $[a, b]$ such that both $\alpha$ and $\xi$ are subsets of $\mathbb{T}$. We keep the notation used earlier in this book and write

$S(P) = \sum_{j=1}^{\nu(\alpha)} f(\xi_j)(\alpha_j - \alpha_{j-1})$.

(Throughout this section, the symbol $\nu$ has two different meanings: $\nu(\alpha)$ denotes the number of subintervals in a division $\alpha$, while $\nu(t)$ is the backward graininess at a point $t \in \mathbb{T}$. The meaning of $\nu$ will be always clear from the context.)

The definition of the classical Riemann integral relies on partitions of $[a, b]$ such that the distance of each two successive division points does not exceed a certain $\delta > 0$. However, if we replace $[a, b]$ by the time scale interval $[a, b]_{\mathbb{T}}$, such a partition need not exist. For this reason, the Riemann $\Delta$- and $\nabla$-integrals involve a modified type of partitions that are described in the next definition.

**8.5.2 Definition.** Given a $\delta > 0$, the symbol $\mathcal{P}_\delta([a, b]_{\mathbb{T}})$ will denote all partitions $P = (\alpha, \xi)$ of $[a, b]_{\mathbb{T}}$ such that for each $i \in \{1, \ldots, \nu(\alpha)\}$ we have either $\alpha_i - \alpha_{i-1} \leq \delta$, or $\sigma(\alpha_{i-1}) = \alpha_i$. 


8.5.3 Definition. Consider a function \( f : [a, b]_T \to \mathbb{R} \).

- We say that the Riemann \( \Delta \)-integral \( \int_a^b f(t) \Delta t \) exists and equals \( I \in \mathbb{R} \), if for every \( \varepsilon > 0 \), there is a \( \delta > 0 \) such that \( |S(P) - I| < \varepsilon \) for all partitions \( P \in \mathcal{P}_\delta([a, b]_T) \) satisfying \( \xi_i \in [\alpha_{i-1}, \rho(\alpha_i)]_T \) for each \( i \in \{1, \ldots, \nu(\alpha)\} \).

- We say that the Riemann \( \nabla \)-integral \( \int_a^b f(t) \nabla t \) exists and equals \( I \in \mathbb{R} \), if for every \( \varepsilon > 0 \), there is a \( \delta > 0 \) such that \( |S(P) - I| < \varepsilon \) for all partitions \( P \in \mathcal{P}_\delta([a, b]_T) \) satisfying \( \xi_i \in [\sigma(\alpha_{i-1}), \alpha_i]_T \) for each \( i \in \{1, \ldots, \nu(\alpha)\} \).

A complete theory of Riemann \( \Delta \)- and \( \nabla \)-integrals can be found in [15]; here we limit ourselves to several remarks:

- If \( T = \mathbb{R} \), then \( \int_a^b f(t) \Delta t = \int_a^b f(t) \nabla t = \int_a^b f(t) \, dt \), i.e., both integrals coincide with the classical Riemann integral.

- The requirement \( \xi_i \in [\alpha_{i-1}, \rho(\alpha_i)]_T \) in the definition of the \( \Delta \)-integral means that if \( \alpha_i \) is left-scattered, then it cannot serve as a tag for \([\alpha_{i-1}, \alpha_i]_T\). Thus, if \( t \in T \) satisfies \( \sigma(t) > t \), then the only possible partition \( P = (\alpha, \xi) \) that is taken into account in the definition of \( \int_t^{\sigma(t)} f(t) \Delta t \) is \( t = \alpha_0 = \xi_1 < \alpha_1 = \sigma(t) \). Therefore, \( \int_t^{\sigma(t)} f(t) \Delta t = f(t)(\sigma(t) - t) = f(t)\mu(t) \).

  Similarly, the requirement \( \xi_i \in [\sigma(\alpha_{i-1}), \alpha_i]_T \) in the definition of the \( \nabla \)-integral ensures that if \( \alpha_{i-1} \) is right-scattered, then it cannot serve as a tag for \([\alpha_{i-1}, \alpha_i]_T\). Hence, if \( t \in T \) satisfies \( \rho(t) < t \), the only possible partition \( P = (\alpha, \xi) \) appearing in the definition of \( \int_t^{\rho(t)} f(t) \nabla t \) is \( \rho(t) = \alpha_0 < \xi_1 = \alpha_1 = t \). Therefore, \( \int_t^{\rho(t)} f(t) \nabla t = f(t)(t - \rho(t)) = f(t)\nu(t) \).

- If \( T = \mathbb{Z} \), then \( \int_a^b f(t) \Delta t = \sum_{t=0}^{b-1} f(t) \) and \( \int_a^b f(t) \nabla t = \sum_{t=a+1}^b f(t) \) (see the previous remark; for \( \delta \leq 1 \), there is only one possible choice for the partition of \([a, b]_T\) appearing in Definition 8.5.3).

- If \( f : [a, b]_T \to \mathbb{R} \) is regulated, then it is Riemann \( \Delta \)- and \( \nabla \)-integrable, and the indefinite integrals

\[
F_1(t) = \int_a^t f(s) \Delta s \quad \text{and} \quad F_2(t) = \int_a^t f(s) \nabla s, \quad t \in [a, b]_T,
\]

are continuous. Moreover, if \( f \) is rd-continuous, then \( F_1^\Delta(t) = f(t) \) for all \( t \in [a, b]_T \); if \( f \) is ld-continuous, then \( F_2^\nabla(t) = f(t) \) for all \( t \in (a, b]_T \).

- If \( F \) is continuous, \( F^\Delta = f \) on \([a, b]_T\) and \( f \) is \( \Delta \)-integrable, then \( \int_a^b f(t) \Delta t = F(b) - F(a) \). Similarly, if \( F \) is continuous, \( F^\nabla = f \) on \([a, b]_T\) and \( f \) is \( \nabla \)-integrable, then \( \int_a^b f(t) \nabla t = F(b) - F(a) \).
We now turn our attention to Kurzweil $\Delta$- and $\nabla$-integrals. As in the classical case, they have several advantages over the Riemann (or Lebesgue) integrals: the class of integrable functions is larger, and the assumptions of the fundamental theorem of calculus are less restrictive (each function which is a $\Delta$- or $\nabla$-derivative is Kurzweil $\Delta$- or $\nabla$-integrable). In time scale calculus, the concepts of a gauge on $[a, b]_T$ and a $\delta$-fine partition of $[a, b]_T$ take the following form:

8.5.4 Definition. Consider a pair of functions $\delta_L, \delta_R : [a, b]_T \to (0, \infty)$. Then $\delta = (\delta_L, \delta_R)$ is called a $\Delta$-gauge on $[a, b]_T$ if $\delta_R(t) \geq \mu(t)$ for all $t \in [a, b]_T$, and a $\nabla$-gauge on $[a, b]_T$ if $\delta_L(t) \geq \nu(t)$ for all $t \in (a, b]_T$. If $\delta = (\delta_L, \delta_R)$ is either a $\Delta$-gauge or a $\nabla$-gauge on $[a, b]_T$, a partition $P = (\alpha, \xi)$ of $[a, b]_T$ is called $\delta$-fine if

$$[\alpha_{j-1}, \alpha_j] \subset [\xi_j - \delta_L(\xi_j), \xi_j + \delta_R(\xi_j)] \quad \text{for all } j = 1, \ldots, \nu(\alpha). \quad (8.5.1)$$

8.5.5 Remark. We emphasize that the interval on the right-hand side of (8.5.1) is closed and cannot be replaced by an open interval. This is in contrast to Definition 6.1.1, where it does not matter whether we choose an open or closed interval (see Remark 6.1.5) – both choices lead to the same definition of the Kurzweil-Stieltjes integral.

Instead of introducing the Kurzweil $\Delta$- and $\nabla$-integrals, we choose a more general approach in the spirit of this book, and define the Kurzweil-Stieltjes $\Delta$- and $\nabla$-integrals of a function $f : [a, b]_T \to \mathbb{R}$ with respect to a function $g : [a, b]_T \to \mathbb{R}$. As in the rest of the book, if $P = (\alpha, \xi)$ is a tagged partition of $[a, b]_T$, we write

$$S(f, dg, P) = \sum_{j=1}^{\nu(\alpha)} f(\xi_j)(g(\alpha_j) - g(\alpha_{j-1})).$$

8.5.6 Definition. Consider a pair of functions $f, g : [a, b]_T \to \mathbb{R}$.

- We say that the Kurzweil-Stieltjes $\Delta$-integral $\int_a^b f(t) \Delta g(t)$ exists and equals $I \in \mathbb{R}$, if for every $\varepsilon > 0$, there is a $\Delta$-gauge $\delta$ on $[a, b]_T$ such that

$$|S(f, dg, P) - I| < \varepsilon$$

for all $\delta$-fine partitions $P$ of $[a, b]_T$.

- We say that the Kurzweil-Stieltjes $\nabla$-integral $\int_a^b f(t) \nabla g(t)$ exists and equals $I \in \mathbb{R}$, if for every $\varepsilon > 0$, there is a $\nabla$-gauge $\delta$ on $[a, b]_T$ such that

$$|S(f, dg, P) - I| < \varepsilon$$

for all $\delta$-fine partitions $P$ of $[a, b]_T$. 
If \( g(t) = t \) for all \( t \in [a, b] \), the two integrals are referred to as the Kurzweil \( \Delta \)-integral and \( \nabla \)-integral, and they are denoted by \( \int_a^b f(t) \Delta t \) and \( \int_a^b f(t) \nabla t \), respectively. Let us show that Riemann integrability implies Kurzweil integrability.

8.5.7 Theorem. Consider a function \( f : [a, b] \rightarrow \mathbb{R} \).

- If the Riemann \( \Delta \)-integral \( \int_a^b f(t) \Delta t \) exists, then the Kurzweil \( \Delta \)-integral \( \int_a^b f(t) \Delta t \) also exists and has the same value.

- If the Riemann \( \nabla \)-integral \( \int_a^b f(t) \nabla t \) exists, then the Kurzweil \( \nabla \)-integral \( \int_a^b f(t) \nabla t \) also exists and has the same value.

Proof. We prove the first statement, and leave the second up to the reader. Suppose that the Riemann \( \Delta \)-integral \( I = \int_a^b f(t) \Delta t \) exists, and choose an arbitrary \( \varepsilon > 0 \). By definition, there is a \( \delta > 0 \) such that \( |S(P) - I| < \varepsilon \) for all partitions \( P \in \mathcal{P}_\delta([a, b]) \) satisfying \( \xi_i \in [\alpha_i-1, \rho(\alpha_i)] \) for each \( i \in \{1, \ldots, \nu(\alpha)\} \). We define a \( \Delta \)-gauge \( \tilde{\delta} = (\tilde{\delta}_L, \tilde{\delta}_R) \) on \([a, b]_T\) as follows:

\[
\tilde{\delta}_L(t) = \begin{cases} 
\nu(t)/2 & \text{if } t \in (a, b)_T \text{ and } \rho(t) < t, \\
\delta & \text{otherwise,}
\end{cases}
\]

\[
\tilde{\delta}_R(t) = \begin{cases} 
\mu(t) & \text{if } t \in [a, b)_T \text{ and } \sigma(t) < t, \\
\delta & \text{otherwise.}
\end{cases}
\]

Now, consider an arbitrary \( \tilde{\delta} \)-fine partition \( P = (\alpha, \xi) \) of \([a, b]_T\). By splitting each interval-point pair \( ([\alpha_i-1, \alpha_i], \xi_i) \) into \( ([\alpha_i-1, \xi_i], \xi_i) \) and \( ([\xi_i, \alpha_i], \xi_i) \), we get a partition \( P' = (\alpha', \xi') \) which is still \( \tilde{\delta} \)-fine and satisfies \( S(P) = S(P') \). By the definition of \( \tilde{\delta} \)-fine partition, we have

\[
[\alpha'_{j-1}, \alpha'_j] \subset [\xi'_j - \tilde{\delta}_L(\xi'_j), \xi'_j + \tilde{\delta}_R(\xi'_j)] \quad \text{for all } j = 1, \ldots, \nu(\alpha').
\]

It follows from the construction of \( P' \) that for each \( j = 1, \ldots, \nu(\alpha') \), either \( \xi'_j = \alpha'_{j-1} \), or \( \xi'_j = \alpha'_j \). In the latter case, we have \( \alpha'_{j-1} \in [\xi'_j - \tilde{\delta}_L(\xi'_j), \xi'_j] \). Observe that if \( \rho(\xi'_j) < \xi'_j \), then the interval \( [\xi'_j - \tilde{\delta}_L(\xi'_j), \xi'_j] \) is empty (by the definition of \( \tilde{\delta}_L \)). This shows that the tag \( \xi'_j \) cannot coincide with the right endpoint \( \alpha'_j \) if it is left-scattered, i.e., we always have \( \xi'_j \in [\alpha_{j-1}, \rho(\alpha_j)] \).

Finally, observe that the inequality \( \alpha'_j - \alpha'_{j-1} > \delta \) can be true only if \( \xi'_j = \alpha'_{j-1} \) and \( \alpha'_j = \sigma(\alpha'_{j-1}) \); this shows that \( P' \in \mathcal{P}_\delta([a, b]) \). Consequently,

\[
|S(P) - I| = |S(P') - I| < \varepsilon,
\]

i.e., the Kurzweil \( \Delta \)-integral exists and equals the Riemann \( \Delta \)-integral. \( \square \)
Instead of developing a theory of Kurzweil-Stieltjes $\Delta$- and $\nabla$-integrals, we show that they are in fact special cases of the Kurzweil-Stieltjes integral from Definition 6.1.2. This means that all basic properties of the Kurzweil-Stieltjes $\Delta$- and $\nabla$-integrals can be obtained as corollaries of the results from Chapter 6.

First of all, we describe two possible ways of extending a function defined on the time scale interval $[a, b]_T$ to the full interval $[a, b]$. For each $t \in [a, b]$, let

$$t^* = \inf \{ s \in [a, b]_T : s \geq t \},$$

$$t_* = \sup \{ s \in [a, b]_T : s \leq t \}.$$

Note that if $t \in [a, b]_T$, then $t^* = t_* = t$; otherwise, $t_*$ and $t^*$ are elements of $[a, b]_T$ satisfying $t_* < t < t^*$. Now, for an arbitrary function $g : [a, b]_T \to \mathbb{R}$, we define the extension $g^* : [a, b] \to \mathbb{R}$ by

$$g^*(t) = g(t^*) \quad \text{for all } t \in [a, b],$$

and the extension $g_* : [a, b] \to \mathbb{R}$ by

$$g_*(t) = g(t_*) \quad \text{for all } t \in [a, b].$$

These two extensions appear in the statement of the next result.

8.5.8 Theorem. Consider a pair of functions $f, g : [a, b]_T \to \mathbb{R}$. Let $\tilde{f} : [a, b]_T \to \mathbb{R}$ be an arbitrary function such that $\tilde{f}(t) = f(t)$ for all $t \in [a, b]_T$. Then the following statements hold:

1. The integral $\int_a^b f(t)\Delta g(t)$ exists if and only if the integral $\int_a^b \tilde{f}(t)dg^*(t)$ exists; in this case, both integrals have the same value.

2. The integral $\int_a^b f(t)\nabla g(t)$ exists if and only if the integral $\int_a^b \tilde{f}(t)dg_*(t)$ exists; in this case, both integrals have the same value.

Proof. We prove only the first statement; the proof of the second one is similar, and is left to the reader. We will repeatedly use the fact that if $P = (\alpha, \xi)$ is a partition of $[a, b]_T$, then $\alpha, \xi \subset T$, and therefore

$$S(\tilde{f}, dg^*, P) = \sum_{\nu(\alpha)} \tilde{f}(\xi_j)(g^*(\alpha_j) - g^*(\alpha_{j-1}))$$

$$= \sum_{\nu(\alpha)} f(\xi_j)(g(\alpha_j) - g(\alpha_{j-1})) = S(f, dg, P).$$

Suppose first that $\int_a^b \tilde{f}(t)dg^*(t)$ exists. Given an arbitrary $\varepsilon > 0$, there is a gauge $\delta : [a, b] \to (0, \infty)$ such that $|S(\tilde{f}, dg^*, P) - \int_a^b \tilde{f}(t)dg^*(t)| < \varepsilon$ for each
\(\tilde{\delta}\)-fine partition \(P\) of \([a, b]\). Now, let \(\delta = (\delta_L, \delta_R)\) be a \(\Delta\)-gauge on \([a, b]_T\) given by \(\delta_L(t) = \delta(t)/2\) and \(\delta_R(t) = \max(\delta(t)/2, \mu(t))\) for all \(t \in [a, b]_T\). Let \(P = (\alpha, \xi)\) be an arbitrary \(\delta\)-fine partition of \([a, b]_T\). Note that \(P\) need not be \(\tilde{\delta}\)-fine: there might exist \(i \in \{1, \ldots, \nu(\alpha)\}\) such that \(\alpha_i \geq \xi_i + \tilde{\delta}(\xi_i)\). In this case, we necessarily have \(\delta_R(\xi_i) = \mu(\xi_i) > 0, \alpha_i = \sigma(\xi_i)\), and therefore \(g^*(t) = \alpha_i\) for all \(t \in (\xi_i, \alpha_i]\). After replacing each such interval-point pair \([(\alpha_{i-1}, \alpha_i], \xi_i)\) by the interval-point pair \([(\alpha_i + \delta(\xi_i)/2, \xi_i)\) and an arbitrary \(\tilde{\delta}\)-fine partition of \([\xi_i + \delta(\xi_i)/2, \alpha_i]\), we get a partition \(P'\) of \([a, b]\), which is \(\delta\)-fine and satisfies 
\[S(f, dg^*, P') = S(\tilde{f}, dg^*, P)\]. Hence, we have

\[|S(f, dg, P) - \int_a^b \tilde{f}(t)dg^*(t)| = |S(\tilde{f}, dg^*, P') - \int_a^b \tilde{f}(t)dg^*(t)| < \varepsilon,\]

which proves that \(\int_a^b f(t)\Delta g(t)\) exists and equals \(\int_a^b \tilde{f}(t)dg^*(t)\).

Conversely, assume that \(\int_a^b f(t)\Delta g(t)\) exists. Given an arbitrary \(\varepsilon > 0\), there is a \(\Delta\)-gauge \(\delta = (\delta_L, \delta_R)\) on \([a, b]_T\) such that \(|S(f, dg, P) - \int_a^b f(t)\Delta g(t)| < \varepsilon\) for each \(\delta\)-fine partition \(P\) of \([a, b]_T\). Now, let \(\tilde{\delta} : [a, b] \to (0, \infty)\) be a gauge given by

\[
\tilde{\delta}(t) = \begin{cases} 
\min(\delta_L(t), \sup[t, t + \delta_R(t)]_T - t) & \text{if } t \in (a, b)_T, \\
\sup[a, a + \delta_R(a)]_T - a & \text{if } t = a, \\
\delta_L(b) & \text{if } t = b, \\
\text{dist}(t, [a, b]_T) & \text{if } t \in [a, b] \setminus T.
\end{cases}
\]

Let \(P = (\alpha, \xi)\) be an arbitrary \(\tilde{\delta}\)-fine partition of \([a, b]\). Note that \(P\) need not be a partition of \([a, b]_T\) (i.e., the division points and tags need not be elements of \(T\)). However, if we show that there exists a \(\delta\)-fine partition \(P'\) of \([a, b]_T\) such that 
\[S(f, dg, P') = S(\tilde{f}, dg^*, P),\]

then

\[|S(\tilde{f}, dg^*, P) - \int_a^b f(t)\Delta g(t)| = |S(f, dg, P) - \int_a^b f(t)\Delta g(t)| < \varepsilon,\]

and the proof will be complete.

Thus, suppose that \(P\) is not a partition of \([a, b]_T\) (otherwise take \(P' = P\)). Since \(\alpha_0 = a \in T\), there exists the smallest \(i \in \{1, \ldots, \nu(\alpha)\}\) such that \(\alpha_i \in T\), and at least one of \(\alpha_i, \xi_i\) is not an element of \(T\). However, since the definition of \(\tilde{\delta}\) guarantees that we have either \(\xi_i \in T\), or \(\xi_i \notin T\) and \([\alpha_{i-1}, \alpha_i] \cap T = \emptyset\), we necessarily have \(\xi_i \in [a, b]_T\) and \(\alpha_i \notin T\). We now modify the partition \(P\) as follows:

- Replace the interval-point pair \([(\alpha_{i-1}, \alpha_i], \xi_i)\) by \([(\alpha_{i-1}, \alpha_i^*], \xi_i)\).
Remove all interval-point pairs \(([\alpha_{j-1}, \alpha_j], \xi_j)\) such that \([\alpha_{j-1}, \alpha_j] \subseteq [\alpha_i, \alpha_i^*]\).

If there is an interval-point pair \(([\alpha_{j-1}, \alpha_j], \xi_j)\) such that \(\alpha_i \leq \alpha_{j-1} < \xi_j^* < \alpha_j\), replace it by \(([\alpha_i^*, \alpha_j], \xi_j)\).

Denote the partition obtained in this way by \(\tilde{P}\). Because \(g^*\) is constant on \([\alpha_i, \alpha_i^*]\), it is clear that \(S(\tilde{f}, dg^*, P') = S(\tilde{f}, dg^*, P)\). Since
\[
\alpha_i < \xi_i + \delta(\xi_i) \leq \sup[\xi_i, \xi_i + \delta_R(\xi_i)]_T,
\]
it follows from the definition of \(\alpha_i^*\) that \(\alpha_i^* \leq \sup[\xi_i, \xi_i + \delta_R(\xi_i)]_T\), and consequently
\[
[\alpha_{i-1}, \alpha_i^*] \subseteq [\xi_i - \delta_L(\xi_i), \xi_i + \delta_R(\xi_i)].
\]

If necessary, we can repeat the procedure we have just described with \(P\) replaced by \(\tilde{P}\). The procedure does not increase the total number of division points, and decreases the number of division points that are not elements of \(T\). Thus, after finitely many steps, we obtain the desired \(\delta\)-fine partition \(P'\) of \([a, b]_T\) such that
\[
S(f, dg^*, P') = S(f, dg^*, P') = S(\tilde{f}, dg^*, P),
\]
and the proof is complete. \(\square\)

8.5.9 Corollary. Consider a function \(f : [a, b]_T \to \mathbb{R}\). Let \(\tilde{f} : [a, b] \to \mathbb{R}\) be an arbitrary function such that \(\tilde{f}(t) = f(t)\) for all \(t \in [a, b]_T\). Also, let \(g(t) = t^*\) and \(h(t) = t^*\) for all \(t \in [a, b]_T\). Then the following statements hold:

1. The integral \(\int_a^b f(t) \Delta t\) exists if and only if the integral \(\int_a^b \tilde{f}(t) dg(t)\) exists; in this case, both integrals have the same value.

2. The integral \(\int_a^b f(t) \nabla t\) exists if and only if the integral \(\int_a^b \tilde{f}(t) dh(t)\) exists; in this case, both integrals have the same value.

Bibliographic remarks. More information about the time scale calculus can be found e.g. in [14, 57]. The basic reference on Riemann \(\Delta\)- and \(\nabla\)-integrals (as well as Lebesgue integrals on time scales) is [15]. The definition presented there is slightly different from our Definition 8.5.3: The conditions \(\xi_i \in [\alpha_{i-1}, \rho(\alpha_i)]_T\) and \(\xi_i \in [\sigma(\alpha_i-1), \alpha_i]_T\) are replaced by \(\xi_i \in [\alpha_{i-1}, \alpha_i]_T\) and \(\xi_i \in (\alpha_{i-1}, \alpha_i]_T\), respectively. Nevertheless, the two definitions are equivalent; see [15] Remark 5.17.

Kurzweil \(\Delta\)- and \(\nabla\)-integrals were introduced in [108], and subsequently discussed in [141]. In [108], the definition of a \(\Delta\)-gauge and a \(\nabla\)-gauge is slightly less restrictive as it allows the possibility that \(\delta_L(a) = 0\) and \(\delta_R(b) = 0\). However, one can easily see that this modification has no influence on the definition of a \(\delta\)-fine partition of \([a, b]_T\).

Riemann-Stieltjes \(\Delta\)- and \(\nabla\)-integrals are treated in [105]. As far as we are aware, there is no literature dealing with the Kurzweil-Stieltjes \(\Delta\)- and \(\nabla\)-integrals. Special cases of Corollary 8.5.9 with \(\tilde{f}(t) = f^*(t)\) were obtained in [38, 134].
Dynamic equations on time scales

The time scale calculus introduced in the previous section makes it possible to unify the theories of differential and difference equation by considering the so-called dynamic equations, where classical derivatives or differences are replaced by $\Delta$- or $\nabla$-derivatives. The general form of a $\Delta$-dynamic equation is

$$x^\Delta(t) = f(x(t), t),$$

(8.6.1)

while $\nabla$-dynamic equations have the form

$$x^\nabla(t) = f(x(t), t),$$

(8.6.2)

where in both cases $x: \mathbb{T} \to \mathbb{R}^n$ and $f: \mathbb{R}^n \times \mathbb{T} \to \mathbb{R}^n$. Integration leads to the equations

$$x(t) = x(t_0) + \int_{t_0}^{t} f(x(s), s) \Delta s,$$

(8.6.3)

$$x(t) = x(t_0) + \int_{t_0}^{t} f(x(s), s) \nabla s,$$

(8.6.4)

where $t_0, t \in \mathbb{T}$, and the integrals on the right-hand sides are the Kurzweil $\Delta$- and $\nabla$-integrals introduced in the previous section.

Equations (8.6.3) and (8.6.4) are the main subject of this section. Since the indefinite Kurzweil integrals are always continuous, each solution $x$ of (8.6.3) or (8.6.4) necessarily has the same property. Moreover, if $s \mapsto f(x(s), s)$ is rd-continuous, then the integral on the right-hand side of (8.6.3) exists as a Riemann integral, it is $\Delta$-differentiable, and the equation reduces back to (8.6.1); similarly, if $s \mapsto f(x(s), s)$ is ld-continuous, then the integral on the right-hand side of (8.6.4) is $\nabla$-differentiable, and we get (8.6.2). Nevertheless, we focus on the more general integral equations (8.6.3) and (8.6.4) without imposing any continuity conditions on $f$.

Since we know that Kurzweil $\Delta$- and $\nabla$-integrals can be rewritten as Kurzweil-Stieltjes integrals, it comes as no surprise that equations (8.6.3) and (8.6.4) are equivalent to certain Kurzweil-Stieltjes integral equations. This relation is described in the next theorem, where we use the notation (8.5.2) and (8.5.3) from the previous section.

8.6.1 Theorem. Suppose that $a, b, t_0 \in \mathbb{T}$, $a \leq t_0 \leq b$, and consider a function $f: B \times [a, b]_\mathbb{T} \to \mathbb{R}^n$, where $B \subset \mathbb{R}^n$. Let $f: B \times [a, b] \to \mathbb{R}^n$ be an arbitrary function such that $f(x, t) = f(x, t)$ for all $x \in B$, $t \in [a, b]_\mathbb{T}$. Also, let $g(t) = t^*$ and $h(t) = t_*$ for all $t \in [a, b]$. Then the following statements hold:
1. If a function \( x : [a, b]_{\mathbb{T}} \to B \) satisfies

\[
x(t) = x(t_0) + \int_{t_0}^{t} f(x(s), s) \Delta s, \quad t \in [a, b]_{\mathbb{T}},
\]

then the function \( y : [a, b] \to B \) given by \( y = x^* \) satisfies

\[
y(t) = y(t_0) + \int_{t_0}^{t} \tilde{f}(y(s), s) \, dg(s), \quad t \in [a, b].
\]

Conversely, each function \( y : [a, b] \to B \) satisfying (8.6.6) has the form \( y = x^* \), where \( x : [a, b]_{\mathbb{T}} \to B \) satisfies (8.6.5).

2. If a function \( x : [a, b]_{\mathbb{T}} \to B \) satisfies

\[
x(t) = x(t_0) + \int_{t_0}^{t} f(x(s), s) \nabla s, \quad t \in [a, b]_{\mathbb{T}},
\]

then the function \( y : [a, b] \to B \) given by \( y = x^* \) satisfies

\[
y(t) = y(t_0) + \int_{t_0}^{t} \tilde{f}(y(s), s) \, dh(s), \quad t \in [a, b].
\]

Conversely, each function \( y : [a, b] \to B \) satisfying (8.6.8) has the form \( y = x^* \), where \( x : [a, b]_{\mathbb{T}} \to B \) satisfies (8.6.7).

Proof. Suppose that \( x : [a, b]_{\mathbb{T}} \to B \) satisfies (8.6.5) and \( y = x^* \). For each \( t \in [a, b] \), Corollary [8.5.9] implies

\[
y(t) = x(t^*) = x(t_0) + \int_{t_0}^{t^*} f(x(s), s) \Delta s
\]

\[
= x^*(t_0) + \int_{t_0}^{t^*} \tilde{f}(x^*(s), s) \, dg(s)
\]

\[
= y(t_0) + \int_{t_0}^{t^*} \tilde{f}(y(s), s) \, dg(s).
\]

Since the function \( g \) is constant on \([t, t^*]\), we have \( \int_{t}^{t^*} \tilde{f}(y(s), s) \, dg(s) = 0 \), and therefore (8.6.6) holds.

Conversely, assume that \( y : [a, b] \to B \) satisfies (8.6.6). Since the function \( g \) is constant on each interval \([t, t^*]\) with \( t \in [a, b] \), it follows that \( y \) has the same property. Hence, \( y = x^* \), where \( x : [a, b]_{\mathbb{T}} \to B \) is the restriction of \( y \) to \([a, b]_{\mathbb{T}}\).
For each $t \in [a, b]_T$, Corollary 8.5.9 implies

\[
x(t) = y(t) = y(t_0) + \int_{t_0}^{t} \tilde{f}(y(s), s) \, dg(s)
\]

\[
= x^*(t_0) + \int_{t_0}^{t} \tilde{f}(x^*(s), s) \, dg(s)
\]

\[
= x(t_0) + \int_{t_0}^{t} f(x(s), s) \, \Delta s.
\]

The proof of the second statement is similar and is left to the reader. \qed

A consequence of the previous theorem is that all results on generalized differential equations are directly applicable to dynamic equations on time scales. We illustrate this fact in the context of linear equations, and show how the theory developed in Chapter 7 leads to results on dynamic equations.

Let $a : [\alpha, \beta]_T \to \mathcal{L}(\mathbb{R}^n)$, $b : [\alpha, \beta]_T \to \mathbb{R}^n$ be arbitrary functions. If we let $f(x, t) = a(t)x + b(t)$ for all $x \in \mathbb{R}^n$ and $t \in [\alpha, \beta]_T$, equations (8.6.5) and (8.6.7) become

\[
x(t) = x(t_0) + \int_{t_0}^{t} (a(s)x(s) + b(s)) \Delta s, \quad t \in [\alpha, \beta]_T
\]

(8.6.9)

\[
x(t) = x(t_0) + \int_{t_0}^{t} (a(s)x(s) + b(s)) \nabla s, \quad t \in [\alpha, \beta]_T
\]

(8.6.10)

Thus, if $\tilde{a} : [\alpha, \beta] \to \mathcal{L}(\mathbb{R}^n)$ and $\tilde{b} : [\alpha, \beta] \to \mathbb{R}^n$ are arbitrary functions such that $\tilde{a}(t) = a(t)$ and $\tilde{b}(t) = b(t)$ for all $t \in [\alpha, \beta]_T$, Theorem 8.6.1 implies that equations (8.6.9), (8.6.10) are equivalent to the Kurzweil-Stieltjes integral equations

\[
y(t) = y(t_0) + \int_{t_0}^{t} (\tilde{a}(s)y(s) + \tilde{b}(s)) \, dg(s), \quad t \in [\alpha, \beta],
\]

(8.6.11)

\[
y(t) = y(t_0) + \int_{t_0}^{t} (\tilde{a}(s)y(s) + \tilde{b}(s)) \, dh(s), \quad t \in [\alpha, \beta],
\]

(8.6.12)

with $g(t) = t^*$ and $h(t) = t_*$ for all $t \in [\alpha, \beta]$. Using Theorem 6.6.1 (substitution theorem), we see that the last two equations can be rewritten as generalized linear differential equations

\[
y(t) = y(t_0) + \int_{t_0}^{t} A_1(s) y(s) + B_1(t) - B_1(t_0), \quad t \in [\alpha, \beta],
\]

(8.6.13)

\[
y(t) = y(t_0) + \int_{t_0}^{t} A_2(s) y(s) + B_2(t) - B_2(t_0), \quad t \in [\alpha, \beta],
\]

(8.6.14)
where $A_1, A_2 : [\alpha, \beta] \to \mathcal{L}(\mathbb{R}^n)$ and $B_1, B_2 : [\alpha, \beta] \to \mathbb{R}^n$ are given by

\begin{align}
A_1(t) &= \int_{t_0}^{t} \tilde{a}(s) \, dg(s), \quad B_1(t) = \int_{t_0}^{t} \tilde{b}(s) \, dg(s), \tag{8.6.15} \\
A_2(t) &= \int_{t_0}^{t} \tilde{a}(s) \, dh(s), \quad B_2(t) = \int_{t_0}^{t} \tilde{b}(s) \, dh(s) \tag{8.6.16}
\end{align}

for all $t \in [\alpha, \beta]$.

These considerations lead to the following existence and uniqueness theorem for linear dynamic equations.

8.6.2 Theorem. The following statements hold:

1. Suppose that $a : [\alpha, \beta] \to \mathcal{L}(\mathbb{R}^n)$, $b : [\alpha, \beta] \to \mathbb{R}^n$ are Kurzweil $\Delta$-integrable, $I + a(t)\mu(t)$ is invertible for each $t \in (t_0, \beta]$, and there exists a Kurzweil $\Delta$-integrable function $m : [\alpha, \beta] \to \mathbb{R}$ such that

\[
\left| \int_u^v a(s) \, ds \right| \leq \int_u^v m(s) \, ds \quad \text{whenever } u, v \in [\alpha, \beta], \, u \leq v. \tag{8.6.17}
\]

Then equation (8.6.9) has a unique solution $x : [\alpha, \beta] \to \mathbb{R}^n$.

2. Suppose that $a : [\alpha, \beta] \to \mathcal{L}(\mathbb{R}^n)$, $b : [\alpha, \beta] \to \mathbb{R}^n$ are Kurzweil $\nabla$-integrable, $I - a(t)\nu(t)$ is invertible for each $t \in (t_0, \beta]$, and there exists a Kurzweil $\nabla$-integrable function $m : [\alpha, \beta] \to \mathbb{R}$ such that

\[
\left| \int_u^v a(s) \, d\nabla s \right| \leq \int_u^v m(s) \, d\nabla s \quad \text{whenever } u, v \in [\alpha, \beta], \, u \leq v. \tag{8.6.18}
\]

Then equation (8.6.10) has a unique solution $x : [\alpha, \beta] \to \mathbb{R}^n$.

Proof. We prove the first statement; the proof of the second one is similar and is left to the reader.

Let $A_1 : [\alpha, \beta] \to \mathcal{L}(\mathbb{R}^n)$, $B_1 : [\alpha, \beta] \to \mathbb{R}^n$ be given by (8.6.15). Note that the function $g(t) = t^*$ is regulated (because it is nondecreasing) and left-continuous. According to Corollary 6.5.4, $A_1$ and $B_1$ are regulated on $[\alpha, \beta]$. For all $t \in (t_0, \beta]$, the matrix $I - A_1(t)$ is invertible. If $t \in [\alpha, t_0)$, then $I + \Delta^+ A_1(t) = I + \tilde{a}(t) \Delta^+ g(t) = I$ is invertible. If $t \in [\alpha, t_0)$, then $I + \Delta^+ A_1(t) = I + \tilde{a}(t) \Delta^+ g(t) = I$. Thus, $I + \Delta^+ A_1(t)$ is invertible for all $t \in [\alpha, t_0)$.
Note that $A_1(t^*) = A_1(t)$ for each $t \in [\alpha, \beta]$, since $g$ is constant on $[t, t^*]$. Hence, if $\alpha$ is an arbitrary division of $[\alpha, \beta]$, we get
\[
V(A_1, \alpha) = \sum_{j=1}^{\nu(\alpha)} |A_1(\alpha_j) - A_1(\alpha_{j-1})| = \sum_{j=1}^{\nu(\alpha)} |A_1(\alpha_j^*) - A_1(\alpha_{j-1}^*)|
\]
\[
= \sum_{j=1}^{\nu(\alpha)} \left| \int_{\alpha_{j-1}}^{\alpha_j} \tilde{a}(s) \, dg(s) \right| = \sum_{j=1}^{\nu(\alpha)} \left| \int_{\alpha_{j-1}}^{\alpha_j} a(s) \, \Delta s \right|
\]
\[
\leq \sum_{j=1}^{\nu(\alpha)} \int_{\alpha_{j-1}}^{\alpha_j} m(s) \, \Delta s = \int_{\alpha}^{\beta} m(s) \, \Delta s,
\]
which shows that $A_1$ has bounded variation on $[\alpha, \beta]$.

Thus, all assumptions of Theorem 7.6.2 are satisfied, and equation (8.6.13) has a unique solution $y : [\alpha, \beta] \rightarrow \mathbb{R}^n$. By Theorem 8.6.1, equation (8.6.9) has a unique solution $x : [\alpha, \beta] \rightarrow \mathbb{R}^n$, which is obtained as the restriction of $y$ to $[\alpha, \beta]_T$.

8.6.3 Remark. In the theory of dynamic equations, the requirement that $I + a(t)\mu(t)$ is invertible for each $t \in [\alpha, t_0]_T$ is known as $\mu$-regressivity (or simply regressivity), while the condition that $I + a(t)\nu(t)$ is invertible for each $t \in (t_0, \beta]_T$ is called $\nu$-regressivity. For $\Delta$-dynamic equations, it is usually supposed (see [14, Chapter 5]) that $a$ and $b$ are rd-continuous functions, while the common assumption for $\nabla$-equations is ld-continuity of $a$ and $b$ (see [31]). Under these assumptions, both (8.6.17) and (8.6.18) hold, because $a$ is bounded. Moreover, equations (8.6.9) and (8.6.10) reduce to $x^a(t) = a(t)x(t) + b(t)$ and $x^\nabla(t) = a(t)x(t) + b(t)$, respectively. Our Theorem 8.6.2 is more general – no continuity or boundedness of $a$ or $b$ is assumed.

The next result is a continuous dependence theorem for solutions of linear $\Delta$-dynamic equations.

8.6.4 Theorem. Let $a : [\alpha, \beta]_T \rightarrow \mathcal{L}(\mathbb{R}^n)$, $b : [\alpha, \beta]_T \rightarrow \mathbb{R}^n$, $a_k : [\alpha, \beta]_T \rightarrow \mathcal{L}(\mathbb{R}^n)$, $b_k : [\alpha, \beta]_T \rightarrow \mathbb{R}^n$, $k \in \mathbb{N}$, be Kurzweil $\Delta$-integrable. Suppose that $I + a(t)\mu(t)$ is invertible for each $t \in [\alpha, t_0]_T$, and there exists a Kurzweil $\Delta$-integrable function $m : [\alpha, \beta]_T \rightarrow \mathbb{R}$ such that
\[
\int_{u}^{v} a_k(s) \, \Delta s \leq \int_{u}^{v} m(s) \, \Delta s \quad \text{for } u, v \in [\alpha, \beta]_T, \ u \leq v, \ k \in \mathbb{N}.
\]
Furthermore, assume that

\[
\lim_{k \to \infty} \sup_{t \in [\alpha, \beta]_T} \left| \int_{\alpha}^{t} a_k(s) \Delta s - \int_{\alpha}^{t} a(s) \Delta s \right| = 0, \tag{8.6.20}
\]

\[
\lim_{k \to \infty} \sup_{t \in [\alpha, \beta]_T} \left| \int_{\alpha}^{t} b_k(s) \Delta s - \int_{\alpha}^{t} b(s) \Delta s \right| = 0. \tag{8.6.21}
\]

Finally, let \( x^0_k \in \mathbb{R}^n \), \( k \in \mathbb{N} \), be a sequence satisfying

\[
\lim_{k \to \infty} x^0_k = x^0.
\]

Then there exists a \( k_0 \in \mathbb{N} \) such that the equations

\[
x_k(t) = x^0_k + \int_{t_0}^{t} (a_k(s)x_k(s) + b_k(s)) \Delta s, \quad t \in [\alpha, \beta]_T, \quad k \geq k_0, \tag{8.6.22}
\]

have unique solutions \( x_k : [\alpha, \beta]_T \to \mathbb{R}^n \). Moreover, \( x_k \equiv x \), where \( x : [\alpha, \beta]_T \to \mathbb{R}^n \) is the unique solution of the equation

\[
x(t) = x^0 + \int_{\alpha}^{t} (a(s)x(s) + b(s)) \Delta s, \quad t \in [\alpha, \beta]_T. \tag{8.6.23}
\]

**Proof.** Consider the functions

\[
A(t) = \int_{t_0}^{t} \tilde{a}(s) \, d\tilde{g}(s), \quad B(t) = \int_{t_0}^{t} \tilde{b}(s) \, d\tilde{g}(s),
\]

\[
A_k(t) = \int_{t_0}^{t} \tilde{a}_k(s) \, d\tilde{g}(s), \quad B_k(t) = \int_{t_0}^{t} \tilde{b}_k(s) \, d\tilde{g}(s), \quad k \in \mathbb{N},
\]

where \( \tilde{a} : [\alpha, \beta] \to \mathcal{L}(\mathbb{R}^n) \), \( \tilde{b} : [\alpha, \beta] \to \mathcal{L}(\mathbb{R}^n) \), \( \tilde{a}_k : [\alpha, \beta] \to \mathcal{L}(\mathbb{R}^n) \), \( \tilde{b}_k : [\alpha, \beta] \to \mathbb{R}^n \), \( k \in \mathbb{N} \), are arbitrary functions satisfying \( \tilde{a}(t) = a(t) \), \( \tilde{b}(t) = b(t) \), \( \tilde{a}_k(t) = a_k(t) \), \( \tilde{b}_k(t) = b_k(t) \) for all \( t \in [\alpha, \beta]_T \). As in the proof of Theorem [8.6.2], one can show that \( A, A_k, B, B_k \) are regulated, left-continuous, \( I + \Delta^+ A(t) \) is invertible for each \( t \in [a, t_0)_T \), and

\[
\text{var}_a^\beta A_k \leq \int_{\alpha}^{\beta} m(s) \Delta s, \quad k \in \mathbb{N}.
\]

Corollary [8.5.9] and the assumptions (8.6.20) and (8.6.21) imply that \( A_k \Rightarrow A \) and \( B_k \Rightarrow B \) on \( [\alpha, \beta]_T \). Since \( A, A_k, B, B_k \) are constant on each interval \( [t, t^*] \) with \( t \in [\alpha, \beta] \), we conclude that \( A_k \Rightarrow A \) and \( B_k \Rightarrow B \) on \([\alpha, \beta]\).

Thus, by Theorem [7.6.6], there exists a \( k_0 \in \mathbb{N} \) such that for every \( k \geq k_0 \), the equation

\[
y_k(t) = x^0_k + \int_{t_0}^{t} d[A_k(s)]y_k(s) + B_k(t) - B_k(t_0), \quad t \in [\alpha, \beta], \tag{8.6.24}
\]
has a unique solution \( y_k : [a, b] \to \mathbb{R}^n \). Moreover, \( y_k \Rightarrow y \), where \( y : [\alpha, \beta] \to \mathbb{R}^n \) is the unique solution of the equation

\[
y(t) = x^0 + \int_{t_0}^t d[A(s)]y(s) + B(t) - B(t_0), \quad t \in [\alpha, \beta].
\]

By Theorem 8.6.1, the restrictions of \( y \) and \( y_k \) to \( [\alpha, \beta]_T \) are the unique solutions of the equations (8.6.23) and (8.6.22), respectively; this completes the proof. \( \square \)

8.6.5 Exercise. Formulate and verify the counterpart of Theorem 8.6.4 for linear \( \nabla \)-dynamic equations.

Bibliographic remarks. A special case of the relation between dynamic equations on time scales and Kurzweil-Stieltjes integral equations was described in [134]. Kurzweil-Stieltjes integral equations having the form

\[
y(t) = y(t_0) + \int_{t_0}^t f(y(s), s) \, dg(s),
\]

where \( g \) is a nondecreasing functions, are sometimes called measure differential equations. They include not only dynamic equations on time scales, but also differential equations with impulses; see e.g. [38, 101]. Basic results concerning the existence, uniqueness and continuous dependence of solutions to nonlinear measure differential equations are available in [101, 135]. The applicability of the theory of linear generalized differential equations in the context of linear dynamic equations was demonstrated in [103], which contains a special case of Theorem 8.6.4. The concept of Stieltjes differential equations is closely related to measure differential equations, and is based on Stieltjes derivatives instead of Stieltjes integrals; more details can be found in [40].
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