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Abstract

In Khadka et al., a sample of X-ray-detected reverberation-mapped quasars was presented and applied for the
comparison of cosmological constraints inferred using two well-established relations in active galactic nuclei—the
X-ray/UV luminosity (LX–LUV) relation and the broad-line region radius–luminosity (R–L) relation. LX–LUV and
R–L luminosity distances to the same quasars exhibit a distribution of their differences that is generally asymmetric
and positively shifted for the six cosmological models we consider. We demonstrate that this behavior can be
interpreted qualitatively as arising as a result of the dust extinction of UV/X-ray quasar emission. We show that the
extinction always contributes to the nonzero difference between LX–LUV-based and R–L-based luminosity
distances and we derive a linear relationship between the X-ray/UV color index EX−UV and the luminosity-
distance difference, which also depends on the value of the LX–LUV relation slope. Taking into account the median
and the peak values of the luminosity-distance difference distributions, the average X-ray/UV color index falls in
the range of –=-E 0.03 0.28X UV mag for the current sample of 58 sources. This amount of extinction is typical for
the majority of quasars and can be attributed to the circumnuclear and interstellar media of host galaxies. After
applying the standard hard X-ray and far-UV extinction cuts, heavily extincted sources are removed but overall the
shift toward positive values persists. The effect of extinction on luminosity distances is more pronounced for the
LX–LUV relation since the extinction of UV and X-ray emissions both contribute.

Unified Astronomy Thesaurus concepts: Cosmology (343); Cosmological parameters (339); Observational
cosmology (1146); Active galaxies (17); Quasars (1319); Interstellar dust extinction (837)

1. Introduction

The spatially flat ΛCDM cosmological model (Peebles 1984)
is largely consistent with most lower-redshift, z 2.3,
observations (Yu et al. 2018; eBOSS Collaboration 2021;
Brout et al. 2022) as well as with high-redshift cosmic
microwave background (CMB) data at z∼ 1100 (Planck
Collaboration 2020). However, there are several potential
tensions between flat ΛCDM parameter values inferred using
different techniques (Abdalla et al. 2022; Moresco et al. 2022;
Perivolaropoulos & Skara 2022; Hu & Wang 2023). These can
be addressed by improving the accuracy and precision of
established cosmological probe measurements, and also by
looking for alternative cosmological probes, especially in the
redshift range between nearby data and CMB data.

Active galactic nuclei (AGN), especially bright quasars
(quasi-stellar objects (QSOs); Karas et al. 2021; Zajaček et al.
2023), appear to be promising alternative probes due to their
broad redshift coverage, ranging from the nearby Universe

(z= 0.00106 for NGC4395; Brum et al. 2019) to z≈ 7.642
(J0313-1806; Wang et al. 2021). For cosmological applica-
tions, so far three types of QSO data have been more widely
utilized: (i) QSO angular size observations (Cao et al. 2017;
Ryan et al. 2019; Cao et al. 2020, 2021a, 2021b; Lian et al.
2021; Cao et al. 2022b); (ii) data based on the nonlinear
relation between QSO X-ray and UV luminosities, the LX–LUV
relation (Risaliti & Lusso 2015, 2019; Khadka &
Ratra 2020a, 2020b; Lusso et al. 2020; Khadka & Ratra 2021;
Li et al. 2021; Colgáin et al. 2022; Dainotti et al. 2022; Hu &
Wang 2022; Khadka & Ratra 2022; Petrosian et al. 2022;
Rezaei et al. 2022; Khadka et al. 2023); and (iii) data based on
the correlation between the rest-frame broad-line region (BLR)
time delay and the monochromatic luminosity, the R–L relation
(Panda et al. 2019a, 2019b; Martínez-Aldama et al. 2019;
Khadka et al. 2021b, 2022a, 2022b; Czerny et al. 2021;
Zajaček et al. 2021; Cao et al. 2022c, 2023; Cao & Ratra 2022;
Panda 2022; Cao & Ratra 2023a; Czerny et al. 2023a; Panda &
Marziani 2023). In addition to these methods, Elvis &
Karovska (2002) suggested using angular diameters of the
BLR to measure the cosmological constant Λ (also see Wang
et al. 2020) and Collier et al. (1999) as well as Cackett et al.
(2007) discussed the application of continuum reverberation
mapping (RM) to measure the Hubble constant. Also, the
H0LiCOW (H0 Lenses in COSMOGRAIL’s Wellspring)
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program based on time delays between lensed images of QSOs
has measured the Hubble constant (Birrer et al. 2020).

QSO standardization based on the LX–LUV relation and the
constructed Hubble diagram has led to claims of strong
cosmological constraints and tension with the ΛCDM model
with the nonrelativistic matter density parameter Ωm0∼ 0.3
(Risaliti & Lusso 2019; Lusso et al. 2020). However, the
analyses of Risaliti & Lusso (2019) and Lusso et al. (2020)
were approximate and based on incorrect assumptions (Khadka
& Ratra 2020a, 2020b; Banerjee et al. 2021; Khadka &
Ratra 2021, 2022; Petrosian et al. 2022), i.e., cosmological
parameters and LX–LUV relation parameters were constrained
within the non-flat ΛCDM model; hence, the results were
model dependent. The correct technique for the analysis of
these data was developed by Khadka & Ratra (2020a) and here
we outline it as follows: given the current quality of these data,
one must use them to simultaneously determine the LX–LUV
relation parameters and the cosmological model parameters,
and one must also study a number of different cosmological
models to determine whether the LX–LUV relation parameter
values are independent of the assumed cosmological model. If
the LX–LUV relation parameter values are independent of the
assumed cosmological model, the QSOs are standardizable and
the circularity problem is circumvented. We emphasize,
however, that when correctly analyzed, the most recent Lusso
et al. (2020) data compilation is not standardizable (Khadka &
Ratra 2021, 2022) because the LX–LUV relation parameters
depend on the assumed cosmological model as well as on
redshift (Khadka & Ratra 2021, 2022). Khadka & Ratra (2022)
discovered that the largest of the seven subsamples in the Lusso
et al. (2020) QSO compilation, the Sloan Digital Sky Survey
(SDSS)-4XMM one that contains about 2/3 of the total QSOs,
has an LX–LUV relation that depends on the cosmological
model and on redshift and is the main source of the problem
with the Lusso et al. (2020) data.

On the other hand, the BLR R–L relation parameters
generally appear independent of the adopted cosmological
model (Khadka et al. 2021b, 2022a, 2022b; Cao et al. 2022c).
Cosmological constraints are weak, but for Mg II (at 2798Å in
the rest frame) and C IV QSOs (at 1549Å in the rest frame)
they are consistent with those from better established probes
(Khadka et al. 2022b; Cao et al. 2022c). However, there is a 2σ
tension between the constraints given by lower-redshift Hβ
QSOs (at 4861Å in the rest frame) and those from the better
established probes (Khadka et al. 2022a). The Hβ QSO sample
yields weak cosmological constraints with a preference for
decelerated cosmological expansion. This tension, and possible
systematic issues, related to Hβ QSOs will need to be
addressed when more reverberation-mapped QSOs are avail-
able, e.g., from the upcoming Vera C. Rubin telescope and its
Legacy Survey of Space and Time (LSST; see, e.g., Panda
et al. 2019a; Ivezić et al. 2019; Czerny et al. 2023b) and the
SDSS-V black hole Mapper (Almeida et al. 2023).

In summary, both the LX–LUV relation and R–L relation data
provide cosmological constraints, which is encouraging, but
they have systematic problems that require further study. To
uncover the systematic issues we looked for a sample of X-ray-
detected quasars that have been reverberation mapped in the
UV domain using the Mg II line. For such a sample, in
principle, both LX–LUV and R–L relations should be applicable.
To this goal, we provided a sample of 58 X-ray-detected
reverberation-mapped Mg II QSOs in Khadka et al. (2023),

from which we measured both the LX–LUV relation and the R–L
relation parameter values that are consistent with values
measured using larger samples. The sample was quite limited
but we stress that for each of the sources we could determine
the luminosity distance from these two methods independently.
The goal was to compare cosmological constraints inferred
from the QSOs for both of these relations not just in the overall
statistical study of two independent samples but for the same
sample. Using six cosmological models, we found that both
R–L and LX–LUV relations are standardizable. The main result
of this study was that while the R–L relation measurements
favored a smaller Ωm0 value consistent with the Ωm0∼ 0.3
value measured using better established cosmological probes,
the LX–LUV relation measurements favored a value of Ωm0

larger than that inferred from the better established cosmolo-
gical probes.
In Khadka et al. (2023), we showed that this is in agreement

with the tendency for luminosity distances based on LX–LUV
relation data to have a mean value smaller than luminosity
distances based on R–L relation data for the same QSOs. The
median LX–LUV relation luminosity-distance values, on the other
hand, are mostly larger except for the flat and non-flat XCDM
models. We note that these results are based on the distribution of
the luminosity-distance difference ( )–--D Dlog logL R L L L L, , X UV

normalized by the square root of the quadratic sum of the
corresponding uncertainties.
Here we revisit the nonzero median (mean) of the difference

in the luminosity distances based on the LX–LUV relation and
R–L relation data sets. It is expected that, in the absence of
systematic effects, the median (mean) of the distance-difference
distribution should vanish within uncertainties since we
construct the distribution from the same sample of sources
and the luminosity distance to a particular source must be the
same for both methods. The offset from zero hints at a
systematic effect in one or both data sets and demands further
analysis.
We propose that the offset in the D ºDlog L

– - -D Dlog logL L L L R L, ,X UV distribution may be attributed to
the extinction (absorption and scattering) of UV and X-ray
photons along the line of sight. Since the extinction curve
generally increases from the UV (2500Å) to the soft X-ray
bands (2 keV), we evaluate the differential extinction or the
difference in optical depth between the X-ray and UV bands,
τX−τUV. Specifically, we derive a simple analytical relation
between τX− τUV and the slope g¢ of the LX–LUV relation as
well as the luminosity-distance difference D Dlog L, i.e.,

( )t t g- ¢ - D D4.6 1 logX LUV . This way the mean differ-
ential extinction effect, or the X-ray/UV color index, can be
directly inferred for the current sample of 58 X-ray reverbera-
tion-mapped QSOs as well as any future sample of such
sources.
We show that the asymmetry and the positive shift of

D Dlog L distributions for all the considered cosmological
models, including the flat ΛCDM model, with prevailing
positive medians, can be explained by a mild extinction of the
UV and X-ray flux densities from QSOs. From all the median
and the peak values of the D Dlog L distributions, the X-ray/
UV color index falls in the range of ∼0.03–0.28 mag for the
sample of 58 X-ray detected, reverberation-mapped sources
(Khadka et al. 2023). We demonstrate that this amount of
extinction is typical for the majority of QSOs, originates in
the circumnuclear and interstellar media of host galaxies
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(Czerny et al. 2004), and is only slightly alleviated by standard
hard X-ray and far-UV extinction cuts (Lusso et al. 2020).
Since the LX–LUV relation employs both UV and X-ray flux
density measurements, it turns out to be more affected by
extinction, which can address some of the previously
mentioned problems with its standardization.

Our paper is structured as follows. In Section 2, we describe
the characteristics of the data set of X-ray reverberation-
mapped QSOs. In Section 3, we summarize the calculation
method for luminosity distances and the different cosmological
models we utilize. Subsequently, in Section 4, we derive the
relation between the X-ray and UV optical depth difference
(color index) and the luminosity-distance difference. Our main
results are presented in Section 5. We provide an additional
discussion of the source selection and our results in Section 6
and conclude in Section 7.

The reader may also find additional derivations of luminosity
distances, including the extinction law in Appendix A, whereas
the distributions related to the luminosity-distance difference
formula are presented in Appendix B. Additional distributions
of the X-ray/UV color index for different cosmological models
are shown in Appendix C and the detailed investigation of
reddening using SDSSmagnitudes is presented in Appendix D.

2. Data Description

Our sample consists of 58 sources that were both (i)
reverberation mapped using UV continuum and Mg II emis-
sion-line light curves, and (ii) X-ray detected at 2 keV. In this
regard, the sample is complete, and due to its small size, we are
not imposing further selection criteria unless stated otherwise.
There are altogether 59 measurements of BLR time delays
since the time delay for NGC 4151 was measured twice
(Metzroth et al. 2006). The sample is described in detail in
Khadka et al. (2023), and we list the main observables, i.e., the
redshift z, the rest-frame Mg II time delay τ, 2 keV flux density

per frequency FX, 2500Å flux density per frequency FUV, and
3000Å flux density F3000, in Appendix A of Khadka et al.
(2023). The sample consists of 53 sources from the SDSS-RM
program (Shen et al. 2016, 2019; Homayouni et al. 2020),
NGC 4151 (Metzroth et al. 2006), and four sources from the
OzDES RM program (Yu et al. 2021). These sources are also
detected in the X-ray domain and are listed in the XMM-
Newton X-ray source catalog (4XMMDR11). The sample
position on the sky to the Galactic plane and the Galactic center
(Sgr A*; Eckart et al. 2017) is shown in Figure 1, which is color
coded using the decadic logarithm of the (B− V ) color index

-Elog B V according to Schlegel et al. (1998).
We summarize the main properties of the main sample in

Table 1. In Khadka et al. (2023), we also estimated the αOX

parameter, finding that our sample is not heavily obscured. An
alternative verification that the Mg II quasars are not intrinsi-
cally obscured sources (or red quasars) is presented in
Appendix D using ugrizmagnitudes from the SDSS database.
In addition, we analyze a subsample of 21 sources that meet

the hard X-ray index and far-UV slope criteria of Lusso et al.
(2020).10 The selection methodology and the subsample were
described in detail in Khadka et al. (2023).11 The properties of
the subsample are also described in Table 1.

3. Cosmological Models and Parameters

The application of these QSO observations in cosmology
depends on the empirical measurement of the QSO luminosity
distances. This requires the assumption of a cosmological
model. However, to determine whether or not the QSOs are

Figure 1. The position of the sample of 58 X-rays detected reverberation-mapped sources on the sky. Right ascension (R.A. expressed in hours) is along the x-axis,
while decl. (decl. expressed in degrees) is along the y-axis. The white-dotted circle in the northern hemisphere denotes the sample of 53 SDSS-RM sources (Shen
et al. 2016, 2019; Homayouni et al. 2020), while the five remaining sources (Metzroth et al. 2006; Yu et al. 2021) are more scattered to the south. The figure also
shows the dust extinction map of the Milky Way (red-orange band) color coded using the logarithm of the (B − V ) color index EB−V according to Schlegel et al.
(1998). The position of the Galactic center (Sgr A*) is marked by a white star, while the north and the south Galactic poles are depicted by plus signs. The ecliptic
plane and the surrounding band of ± 10° are represented by the white-dashed line and the gray-shaded area, respectively.

10 The hard X-ray photon index should lie between 1.7 and 2.8 and the far-UV
spectral slope should lie between −0.7 and 1.5 (Lusso et al. 2020). The
extinction cuts are applied to the sources that are outside these limits.
11 Using the source identification (ID) of Khadka et al. (2023; see their
Appendix A), the IDs of the sources are the following: 18, 28, 44, 118, 159,
185, 260, 280, 301, 303, 338, 440, 449, 459, 522, 588, 675, J141214, J141018,
J141650, and J141644.
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standardizable requires that we study them in several different
cosmological models to see whether or not the empirical
correlation relation used to determine their luminosities is
independent of the assumed cosmological model (Khadka &
Ratra 2020c). In this paper, we use three spatially flat and three
spatially non-flat12 cosmological models to determine QSO
luminosity distances. In any cosmological model, the lumin-
osity distance can be computed as a function of redshift (z) and
cosmological parameters (p) in the following way:

⎧

⎨

⎪
⎪

⎩
⎪
⎪

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣

⎤
⎦

( )

( ) ( )

( ) ( )

( )

( )

( )
∣ ∣
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=

+
W

W
W >

+ W =

W <+
W

W

D z p

c z

H

H

c
D z p

z D z p

D z p

,

1
sinh , if 0,

1 , if 0,

sin , if 0.

1

L

k

k
C k

C k

c z

H

H

c C k

0 0

0 0
0

0

1
0

k

k

0 0

0 0

Here c is the speed of light, H0 is the Hubble constant, Ωk0 is
the current value of the spatial curvature energy density
parameter, and DC(z, p) is the comoving distance. DC(z, p) is
computed as a function of z and p for a given cosmological
model as follows:

( )
( )

( )ò=
¢
¢

D z p c
dz

H z p
,

,
, 2C

z

0

where H(z, p) is the Hubble parameter that is given next for the
six cosmological models we use in this paper.

In a compact form, the Hubble parameter for all the six
models (spatially flat/non-flat ΛCDM model, XCDM para-
meterization, and fCDM model) can be written as

( ) ( ) ( ) ( ) ( )= W + + W + + WH z H z z z1 1 , 3m k DE0 0
3

0
2

where Ωk0 vanishes in the spatially flat models. For the
ΛCDM models and XCDM parameterizations, ΩDE(z)=

( )W + w+z1DE0
1 X , where ΩDE0 is the current value of the dark

energy density parameter and ωX is the dark energy equation of
state parameter. For the ΛCDMmodels ωX=−1 and the XCDM
parameterizations, ωX, is a free parameter to be determined from

observational data. For the fCDM models (Peebles &
Ratra 1988; Ratra & Peebles 1988; Pavlov et al. 2013),
ΩDE(z)=Ωf(z, α) can be obtained by solving the equations of
motion of a spatially homogeneous scalar field model
numerically. Here α is a positive parameter characterizing the
inverse power-law potential energy density of the dynamical
dark energy scalar field (f) and can be constrained by using
observational data.13

To determine QSO luminosity distances using empirical
correlation relations, in particular, those expressed by
Equations (4) and (6) below, we perform a likelihood analysis
of predicted luminosity distances in a given cosmological
model using Equation (1) and the observational luminosity
distances obtained from Equations (5)–(7) below. This allows
us to measure the nuisance parameters involved in the
correlation relation (and check whether they are independent
of cosmological model parameters), and that ultimately leads us
to the determination of the QSO luminosity distances. For a
detailed description of the computational method and the
determination of QSO luminosity distances used in this paper,
see Khadka et al. (2023).

4. UV and X-Ray Extinction and Luminosity Distances

The source intrinsic UV and X-ray flux densities (per
frequency) at 2500Å and 2 keV are FUV,int and FX,int,
respectively, and originate in the very central parts of galaxies
during the accretion process and as such are assumed to be
unaffected by dust at the place of their origin. The corresp-
onding luminosities are calculated as p=L D F4 LUV,int

2
UV, int

and p=L D F4 LX,int
2

X,int, where DL is the luminosity distance of
a given QSO.
For the R–L relation, the corresponding UV luminosity is

expressed at 3000Å, L3000,int = 4π nnD FL
2

3000, 3000 = 4π
( ) nanD F 2500 3000L

2
UV,int 3000, where αν;−0.45 is the mean

QSO continuum slope in the frequency domain, nµn
anF (Van-

den Berk et al. 2001) and ν3000 is the frequency corresponding
to 3000Å. Since the relation between the mean radius of the
BLR region R and the corresponding time delay τ in the rest
frame of the source is given by the light–travel relation, R= cτ,

Table 1
Selected Properties of the Main Sample of X-Ray Detected Reverberation-mapped QSOs and the Subsample of 21 Sources

Property Main Sample Subsample

Source number 58 21
Redshift range (0.0041, 1.686) (0.418, 1.587)
Redshift (16th, 50th, 84th) percentiles (0.527, 0.990, 1.454) (0.4810, 0.919, 1.3394)
2 keV luminosity range [erg s−1] (1.9 × 1041, 6.1 × 1044) (1.6 × 1043, 1.5 × 1044)
2 keV luminosity median [erg s−1] 4.4 × 1043 4.8 × 1043

2500 Å luminosity range [erg s−1] (1.2 × 1043, 1.3 × 1046) (5.9 × 1043, 4.8 × 1045)
2500 Å luminosity median [erg s−1] 9.3 × 1044 9.5 × 1044

Mg II time delay range [days] (5.3, 387.9) (17.2, 387.9)
Mg II time delay median [days] 92.0 99.1

Note. The luminosities are computed for the flat ΛCDM model with Ωm0 = 0.3 and H0 = 70 km s−1 Mpc−1. Mg II time delays are expressed in the rest frames of the
sources. See Section 2 for the details of the subsample of 21 sources.

12 For discussions of the constraints on spatial curvature see Rana et al. (2017),
Ooba et al. (2018a), Park & Ratra (2019a), DES Collaboration (2019),
Efstathiou & Gratton (2020), Di Valentino et al. (2021), Khadka et al. (2021a),
Dhawan et al. (2021), Vagnozzi et al. (2021a, 2021b), Renzi et al. (2022), Geng
et al. (2022), Cao et al. (2022a), Mukherjee & Banerjee (2022), Glanville et al.
(2022), Wu et al. (2023), de Cruz Pérez et al. (2023), Dahiya & Jain (2023),
Stevens et al. (2023), Favale et al. (2023, and references therein).

13 For discussions of the constraints on the fCDM model see Zhai et al.
(2017), Ooba et al. (2018b, 2019), Park & Ratra (2018, 2019b, 2020), Solà
Peracaula et al. (2019), Singh et al. (2019), Ureña-López & Roy (2020), Sinha
& Banerjee (2021), Xu et al. (2022), de Cruz Perez et al. (2021), Jesus et al.
(2022), Adil et al. (2023), Dong et al. (2023), Van Raamsdonk & Waddell
(2023), Cao & Ratra (2023b, and references therein).
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the R–L relation can be expressed in the form using τ instead
of R,

⎜ ⎟ ⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

( )t
b g= +

h -

L
log

days
log

10 erg s
, 43000,int

1

where γ, β, and η represent the slope, intercept, and normal-
ization coefficients, respectively. From Equation (4), we can
derive an expression for the luminosity distance DL,R−L as a
function of τ, FUV, int, and the coefficients of the R–L relation

{ [ ( ) ]}

( )
g

t b g p h

=

- - + + -

-D

F

log
1

2
log log 4 log 15.04 ,

5

L R L,

UV, int

where the term 15.04 results from the evaluation of
[( ) ]nanlog 2500 3000 3000 . The LX–LUV relation considering

the intrinsic X-ray and UV luminosities of the sources LX,int
and LUV,int located at the luminosity distance –DL L L, X UV can be
expressed as

⎜ ⎟ ⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

( )b g= ¢ + ¢
h- - ¢ - -

L L
log

erg s Hz
log

10 erg s Hz
, 6X,int

1 1
UV,int

1 1

where b¢, g¢, and h¢ denote quantities analogous to those in
Equation (4). The luminosity distance, –DL L L, X UV, inferred from
the LX–LUV relation given in Equation (6) is
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Taking into account just the intrinsic UV and X-ray flux
densities, we can evaluate the luminosity-distance difference,
D Dlog L, as
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where the factor δ is a function of γ, β, g¢, b¢, and τ,
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where the term 7.52 results from the evaluation
of [( ) ]nan0.5 log 2500 3000 3000 .

In the following, we adopt the assumption that, in the absence of
a systematic effect, the luminosity-distance difference for a given
source, or the statistical mean (median) of the luminosity-distance
differences for a source sample, vanish, i.e., ( )D ºDlog 0L int ;
hence, ( ) [ ( )]d g+ - - ¢ =F Flog log 2 1 0UV, int X,int . How-
ever, during the propagation of light through the circumnuclear
and interstellar medium of the host galaxy, both UV and X-ray
photons are absorbed and scattered with wavelength-dependent
optical depths τUV and τX, respectively. The observed flux
densities are therefore attenuated following the exponential law,

( )t= -F F expUV UV, int UV and ( )t= -F F expX XX,int . Hence,
the resulting luminosity-distance difference under the influence of

extinction in both the UV and X-ray domains is

( )
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where the second equation follows because the sum of the first
two terms on the right-hand side of the first part of
Equation (10) is intrinsically zero. In Equation (10), elog
denotes the decadic logarithm of Euler’s number, i.e.,

elog 0.434. We outline a more detailed, step-by-step
derivation of Equation (10) in Appendix A. The relation
among the distributions of δ, ( ) [ ( )]g- - ¢F Flog log 2 1XUV ,
and D Dlog L for our sample is discussed in Appendix B.
Consequently, the optical depth difference τX− τUV can be

expressed as a function of the luminosity-distance difference
and the slope g¢ of the LX–LUV relation

( ) ( ) ( )t t
g

- =
- ¢

D
e

D
2 1

log
log . 11X LUV ext

The extinction in magnitude at a given wavelength is directly
proportional to the optical depth, Aλ= 1.086τλ. Hence, we can
express the X-ray/UV color excess as

( ) ( ) ( )


g
º -
- ¢ á D ñ

-E A A
D5.001 1 log , 12

X X

L

UV UV

ext

where the angular brackets represent the median/mean/peak
value of the luminosity-distance difference for a given
population of QSOs.

5. Results

In Khadka et al. (2023), we simultaneously measured the
R–L or LX–LUV relation parameters and the cosmological
model parameters for six different cosmological models—flat
and non-flat ΛCDM, XCDM, and fCDM. Based on the
cosmological parameter values, we computed the R–L-based
and LX–LUV-based luminosity distances, DL,R−L and –DL L L, X UV,
respectively. In Figure 2 we show the distributions ofD Dlog L.
The plot shows that the difference between the luminosity
distances can be positive or negative. If extinction plays the
dominant role in measurement accuracy, the difference should
always be positive. The presence of negative values implies
that other measurement errors dominate. On the other hand, if
no extinction effect is present, the mean/median values should
be consistent with zero. Establishing the systematic shift is
important, particularly from the point of view of future
measurements coming from very large samples, when the
stochastic net error for the entire sample will become small but
the systematic shift will persist. With this aim, we concentrate
on tracing this systematic shift in the present sample.
In comparison with Khadka et al. (2023), here we

construct distributions of non-normalized luminosity-distance
differences, from which EX−UV can be inferred using
Equation (12). The normalized luminosity-distance distribu-
tions computed in Khadka et al. (2023) are appropriate for
comparing the R–L-based and LX–LUV-based luminosity
distances for each source. For the graphical representation in
Figure 2, we binnedD Dlog L using Knuth’s rule (Knuth 2006).
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Figure 2. Distributions of the quasar luminosity-distance differences –D = - -D D Dlog log logL L L L L R L, ,X UV for 58 sources for flat and non-flat ΛCDM, XCDM, and
fCDM cosmological models (from top to bottom row). The X-ray/UV color index ( )g= - ¢ D-E D5.001 1 logX UV L is enumerated along the top x-axis in each panel.
Solid red vertical lines indicate the mean difference, red-dashed vertical lines indicate the median difference, and red-dotted vertical lines denote the 16th and 84th
percentiles. The bin width is determined based on the Knuth binning algorithm and the source number uncertainties for each bin are s = Ny i i, , where Ni is the
number of points in each bin. The orange-dashed line depicts the best-fit Gaussian function and the blue-dotted line shows the best-fit variable Gaussian function.
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The uncertainty in the number of sources falling into the bin is
estimated as s = Ny i i, .

The distributions of the luminosity-distance differences have
several common characteristics. At first glance, the peak of
each distribution is shifted to the positive side, which hints at
positive values of τX− τUV, and hence, also EX−UV. We
summarize the main characteristics, specifically the median
distribution, 16th and 84th percentiles, mean, skewness,
Fisher’s kurtosis, kurtosis test, and the Kolmogorov–Smirnov
(K-S) test statistic, in Table 2. More specifically, for
calculating the distribution skewness, we correct for the
statistical bias and use the Fisher–Pearson standardized
moment ( ) ( )- -N N N m m1 2 3 2

3 2, where N is the sample
size and m2 and m3 denote the second and the third central
moments, respectively. All of the distributions are positively
skewed, which is caused by the presence of tails on the positive
side. For four out of six models, the median is positive; it is
negative for the flat and non-flat XCDM models. The mean
value is positive for the flat ΛCDM, flat, and non-flat fCDM
models, while for the other cosmological models, it is negative.
Since the mean is more sensitive to the outliers in the
distribution tails, we consider the median values to be more
representative of the quasar sample. Fisher’s kurtosis, which is
also corrected for the statistical bias, is greater than zero, which
implies a heavier tail than for the normal distribution. We
verify the deviation from the normal distribution by performing
the kurtosis test, whose z-scores and the corresponding p-
values confirm the deviation. The two-sample K-S test is
applied between each model and the flat ΛCDM model. All of
the K-S p-values are close to 1; hence, the null hypothesis that

theD Dlog L distributions are drawn from the same underlying
distribution as the one for the flat ΛCDM model is valid.
Furthermore, we analyze theD Dlog L distributions in Figure 2

by fitting a Gaussian function and a variable Gaussian function to
them.14 The comparison of the fits based on the χ2 value shows
that the variable Gaussian function fits the distributions better,
with the peak value shifted to the positive side and with
σ−> σ+, i.e., the distributions are asymmetric to the peak.
Qualitatively the same behavior is traced for the distributions of
the X-ray/UV color index EX−UV (in magnitude), which is
calculated using Equation (12) and its value is greater than the
luminosity-distance offset by about a factor of 2. We show the
corresponding histograms binned according to Knuth’s rule,
including the Gaussian and the variable Gaussian fits, for all the
flat and non-flat ΛCDM, XCDM, and fCDM cosmological
models in Figure 9 in Appendix C. In Figure 9, the distribution
means are represented by red solid vertical lines, medians are
represented by red vertical dashed lines, and the 16th and 84th
percentiles are shown with red vertical dotted lines. The basic
statistical properties of these distributions, specifically the
EX−UV median and peak values, the right and the left standard
deviations, σ+ and σ−, respectively, are summarized in
Table 3. For all the cosmological models, we obtain
σ+< σ−, which implies a significant asymmetry. The median
values are predominantly positive (except for the flat and
non-flat XCDM models), with an average value of

Table 2
Characteristics of the Distributions –D = - -D D Dlog log logL L L L L R L, ,X UV for the Six Cosmological Models Considered in This Paper

Model Median 16th Percentile 84th Percentile Mean Skewness Fisher’s Kurtosis Kurtosis Test K-S test

Flat ΛCDM 0.0423 −0.7036 0.6080 0.0167 0.2369 1.7366 2.1136, p = 0.035 0.0000, p = 1.0000
Non-flat ΛCDM 0.0310 −0.7229 0.5806 −0.0030 0.2194 1.7271 2.1068, p = 0.035 0.0690, p = 0.9993
Flat XCDM −0.0539 −0.7911 0.5106 −0.0768 0.2418 1.7391 2.1154, p = 0.034 0.1034, p = 0.9192
Non-flat XCDM −0.0490 −0.7969 0.5003 −0.0812 0.2228 1.7290 2.1082, p = 0.035 0.1034, p = 0.9192
Flat fCDM 0.0534 −0.6766 0.6097 0.0293 0.2390 1.7376 2.1144, p = 0.034 0.0345, p = 1.0000
Non-flat fCDM 0.0556 −0.6780 0.6128 0.0307 0.2375 1.7369 2.1139, p = 0.035 0.0517, p = 1.0000

Flat ΛCDM—21 0.1869 −0.4825 0.5173 0.0114 −0.8175 0.2430 0.4899, p = 0.624 0.1552, p = 0.7855

Note. The distributions are graphically depicted in Figure 2. From the left to the right columns, we list the distribution median, 16th and 84th percentiles, mean,
skewness, and Fisher’s kurtosis parameters (both corrected for statistical bias), the kurtosis test, and the K-S test statistic including the corresponding p-values.

Table 3
Parameters of the X-Ray/UV Extinction EX−UV in Magnitude for Six Cosmological Models Inferred Using the Variable Gaussian Function That Fits the EX−UV

Distributions Better than a Normal Gaussian Function

Model g ¢ EX−UV (mag) (median) EX−UV (mag) (peak) σ+ (mag) σ− (mag)
(1) (2) (3) (4) (5) (6)

Flat ΛCDM 0.616 ± 0.074 0.081 0.29 ± 0.13 1.06 ± 0.11 1.29 ± 0.12
Non-flat ΛCDM 0.609 ± 0.073 0.061 0.31 ± 0.10 0.95 ± 0.09 1.25 ± 0.10
Flat XCDM 0.614 ± 0.075 −0.104 0.17 ± 0.13 1.02 ± 0.12 1.29 ± 0.13
Non-flat XCDM 0.608 ± 0.075 −0.096 0.20 ± 0.11 0.89 ± 0.10 1.20 ± 0.11
Flat fCDM 0.609 ± 0.073 0.104 0.34 ± 0.11 1.03 ± 0.10 1.28 ± 0.11
Non-flat fCDM 0.610 ± 0.073 0.108 0.34 ± 0.11 1.03 ± 0.10 1.28 ± 0.11

Flat ΛCDM—21 0.610 ± 0.100 0.364 0.50 ± 0.12 0.82 ± 0.09 1.20 ± 0.13

Note. We transform the luminosity-distance differenceD Dlog L to the color excess EX−UV using Equation (12) with the best-fit slope of the LX–LUV relation (column
(2)) adopted from Khadka et al. (2023). Columns (3)–(6) (from the left to the right) list the EX−UV median and peak values, and the standard deviations to the positive
and the negative sides of the distributions, respectively. The quoted errors are the errors of the fit of the variable Gaussian function to the EX−UV histograms

14 For the variable Gaussian function, we use the form according to
Barlow (2004). The variable Gaussian function is introduced as =Gvar

( ( ) [ ( )])s- - +a x x x bexp 20
2 , where σ(x) = σ1 + σ2(x − x0), σ1 = (2σ+σ−)/

(σ+ − σ−), and σ2 = (σ+ − σ−)/(σ+ + σ−).
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=-E 0.03X UV mag, which is comparable in magnitude to the
value inferred from the mean for the flat ΛCDM model.
The inferred peak values of EX−UV are positive for all
the cosmological models. The average value is

= -E 0.28 0.07X UV mag, and hence, is larger than the value
inferred from the medians. Overall, based on the average
median and the peak values, we estimate the X-ray/UV color
index of –~-E 0.03 0.28X UV mag for our sample.

The positive peak value of the EX−UV distributions for all the
cosmological models implies that the extinction is present in
the sample, and the effect is stronger in the X-ray band than in
the UV band. As we show by the comparison of distributions of
δ and ( ) [ ( )]g- - ¢F Flog log 2 1XUV in Appendix B, the
positive difference between τX− τUV results in the shift of their
sum to positive values due to the extinction term. In other

words, extinction causes the drop of the X-ray flux to the UV
flux density, i.e., -F Flog log XUV is positive, which is
correlated with the positive difference in optical depths,
τX− τUV. If we assume zero extinction in the UV domain,
we can convert –=-E 0.03 0.28X UV mag to the hydrogen
column density NH which is customarily used in X-ray studies.
Assuming just electron scattering, we derive the mean intrinsic
column density of NH= 4.2× 1022–3.9× 1023 cm−2, which is
moderate and in the Compton-thin regime. It can even be lower
if the effect is partially due to X-ray absorption. If UV
extinction is also present, then the corresponding NH would be
higher since we determine only the difference between the two
effects. However, it is not likely that the two effects just
compensate, so both X-ray and UV extinction effects are
noticeable but not dramatically strong in our sample.

Figure 3. R–L and LX–LUV relations in the flat ΛCDM model (Ωm0 = 0.3) in the left and the right panels, respectively, for the subsample of 21 sources. The top row
depicts the measurements alongside the best-fit relations, including the intrinsic scatter σ, while the bottom row shows the likelihood distributions for the slopes γ and
g ¢, the intercepts β and b¢, as well as the intrinsic scatter σint for the corresponding relations.

Table 4
Marginalized One-dimensional Best-fit Parameters with 1σ Confidence Intervals for the 21 LX–LUV and R–L QSOs in the Flat ΛCDM Model

Model Data Ωm0 σint β, b¢ γ, g ¢

Flat ΛCDM R–L QSOs L -
+0.301 0.069

0.041 1.660 ± 0.120 0.360 ± 0.120

LX–LUV QSOs L -
+0.244 0.054

0.031 25.541 ± 0.090 0.610 ± 0.100
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Assuming that in our sample UV extinction is negligible, we
can use the mean X-ray extinction determined from our sample
to correct the measured values of the –Dlog L L L, X UV. All actual
values should be larger by 0.032 if corrected for X-ray
extinction. When used for the flat ΛCDM cosmology, it
systematically pushes the best solution toward significantly
higher values of Ωm0, roughly by 0.14, as estimated from the
standard cosmology calculator for a median redshift of 0.99, as
in our sample. As we show in the derivations in Appendix A,
see Equations (A3) and (A7), the extinction affects -Dlog L R L,
by a factor of +0.2τUV, while the effect is more pronounced for

–Dlog L L L, X UV, which is modified by +0.54τX− 0.33τUV.
Hence, for a negligible UV extinction, only the LX–LUV
luminosity distance is affected.

Our analysis result is just the difference between the
extinction effect in the X-ray and UV bands and we cannot
correct the sample without additional spectral studies.

6. Discussion

We have shown that the D Dlog L, and hence, the EX−UV

distributions are also significantly asymmetric and their peaks
are shifted to the positive side for all the cosmological models
considered. We attribute this to the extinction in the X-ray and
UV domains with the average value in the range of

–=-E 0.03 0.28X UV mag based on the average median and
peak values of the EX−UV distributions for all six cosmological
models.

This implies that the effect is not very strong but it is present,
and it can bias the cosmological results. Our sample of 58
sources contains all sources for which we have luminosity-
distance measurements with both methods, and we did not
apply any preselection aimed at removing extinction based
on spectral studies of individual sources. By calculating the
αOX index (Khadka et al. 2023) and considering the ugriz
magnitudes from the SDSS catalog (see Appendix D), we can
conclude that our sample is, for the most part, not heavily
obscured and shares properties with the normal (blue) quasar
population.

Nevertheless, even though our sample is not heavily
obscured, we test the effect of extinction for our sample. By
applying X-ray and UV selection cuts, we arrive at a subsample

of 21 sources, for which the heavily absorbed sources were
removed. Furthermore, we connect EX−UV color index to the
more standard EB−V in the optical domain.

6.1. Subsample without Absorbed Sources

To test the extinction effect further, we attempt to remove
sources with larger extinction. In our original sample of 58
quasars (Khadka et al. 2023) no preselection was made since
the sample of X-ray-detected reverberation-mapped quasars is
already limited in size. In the new test, we apply the criteria of
Lusso et al. (2020), as described in Khadka et al. (2023), to
remove absorbed sources based on available hard X-ray photon
indices and far-UV slopes. According to Lusso et al. (2020),
the hard X-ray photon index should lie between 1.7 and 2.8,
which is satisfied for 41 sources, and the far-UV slope should
lie between −0.7 and 1.5, which is satisfied for 27 out of 31
sources for which GALEX EUVmagnitudes are available.
Combining both criteria yields a subsample of 21 sources,
which supposedly does not contain heavily extincted quasars;
see Section 2 for the description of the subsample.
For these 21 sources, we construct R–L and LX–LUV relations

in the flat ΛCDM model (Ωm0= 0.3), see Figure 3, whose
parameters are consistent with those for the corresponding
relations in the main sample of 58 sources, with a slightly
decreased intrinsic scatter of 0.28 and 0.23 dex for the R–L and
LX–LUV relations, respectively. The removal of absorbed
sources is also beneficial for increasing the correlation in both
relations. For the R–L relation, we obtain a Pearson correlation
coefficient of r= 0.63 (p= 2.38× 10−3), while for the whole
sample of 58 sources, it is r= 0.56 (p= 4.42× 10−6). For the
LX–LUV relation of the subsample of 21 sources, we get
r= 0.86 (p= 5.90× 10−7), while for the whole sample, we
have r= 0.78 (p= 6.54× 10−13).
We also performed the simultaneous fitting of the LX–LUV or

R–L relation parameters as well as cosmological parameters for
the flat ΛCDM model. For both relations, we list the parameters
in Table 4, including their 1σ confidence intervals. The R–L
and LX−LUV relation parameters for the 21 and 58 sources are
consistent within the uncertainties. The differences in γ and β
for the R–L relation are 0.62σ and 0.15σ, respectively. The
differences in g¢ and b¢ for the LX–LUV relation are 0.04σ and
0.88σ, respectively.
Luminosity distances for the 21 sources inferred using the

two relations are shown in Figure 4. We show the
unnormalized distributions of the luminosity-distance differ-
ence in Figure 5 (left panel). We list the basic statistical
parameters of the unnormalized distribution in the last line of
Table 2. The removal of extincted sources does affect the
distribution by decreasing the mean value of the luminosity-
distance difference. In addition, skewness becomes negative
since the positive tail of the distribution disappears. Fisher’s
kurtosis also gets smaller because the obscured sources in the
tails are removed. On the other hand, the median value
increases, which may be the effect of the small size of the
subsample. We also fit the D Dlog L and EX−UV distributions
using the normal Gaussian and the variable Gaussian functions,
see the left and the right panels in Figure 5, respectively, with
the variable Gaussian fitting the distributions better according
to the χ2 statistic. Actually, the distribution of EX−UV becomes
even more asymmetric with σ+< σ−, see Table 3, and the peak
is positively shifted with EX−UV= 0.50± 0.12 mag, while the
median is at ∼0.4 mag. We thus see that the source preselection

Figure 4. Upper panel: luminosity distances for 21 sources (expressed in
104 Mpc) inferred using the R–L and LX–LUV relations in the flat ΛCDM
model. The blue solid line represents the prediction for the flat ΛCDM model
with Ωm0 = 0.3. Lower panel: fractional difference between the observed and
model-predicted luminosity distances for 21 sources. The colors follow the
upper panel convention. The black-dotted line indicates zero fractional
difference.
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alleviates the problem of extinction by removing the outliers
and reducing the tails. The change in the distribution
characteristics between the samples of 58 and 21 sources
indicates that extinction plays a role in increasing the
distribution tails consisting of outliers and inducing a positive
skewness. However, even after the application of hard X-ray
and far-UV cuts, the positive shift of the distribution peak still
indicates a contribution from extinction.

The normalized distribution of luminosity-distance differ-
ences shown in Figure 6 remains negatively skewed as in the
bigger sample of 58 sources analyzed in Khadka et al. (2023).
For the sample of 58 sources, the mean of the normalized
distribution is negative (−0.116), which indicates that
luminosity distances inferred from the LX–LUV relation are
smaller than those inferred from the R–L relation. This is
consistent with the overall preference of larger Ωm0 for the
LX–LUV relation constructed for 58 sources. The removal of
extincted sources and the final subsample of 21 sources exhibit
the normalized distribution with a positive mean value
(+0.075); hence, this indicates an opposite trend. However,
since the subsample of 21 sources is more than a factor of 2
smaller in size, the change in the sign of the mean value may be
the result of limited statistics and it does not reflect the trend in
the larger samples. However, as for the unnormalized
distribution, the absolute value of the mean decreases, which
implies that the removal of extincted sources is beneficial for
decreasing the luminosity-distance difference between the
LX–LUV and R–L relations.

6.2. Relation to the Extinction Curve and EB − V

Galactic extinction is generally corrected since the (B− V )
color excess is known for the whole range of Galactic
coordinates (see, e.g., Schlegel et al. 1998). Our sample of 58
sources is in a region in the sky that is far from the Galactic
plane, which has a Galactic extinction of EB − V∼ 0.1 mag, see
Figure 1. However, there still may be uncertainty in the applied

Galactic extinction correction at the level of EB − V∼ 0.001 mag.
For instance, for NGC 4151 the color index is EB − V∼
0.024 mag according to Schlafly & Finkbeiner (2011), while it
was measured to be EB − V∼ 0.027 mag according to Schlegel
et al. (1998); see the NASA/IPAC Extragalactic Database15 for
the extinction values and their scatter for the other sources.
The more uncertain extinction contribution is due to the

QSO optical, UV, and X-ray continuum emissions
being affected by intrinsic extinction. For the SDSS data
(4576 QSOs), Richards et al. (2003) constructed composite

Figure 5. Unnormalized distributions of –D = - -D D Dlog log logL L L L L R L, ,X UV and EX−UV for the sample of 21 (58) sources in the flat ΛCDM model in green
(gray). Left panel: distribution of the unnormalized luminosity-distance difference –D = - -D D Dlog log logL L L L L R L, ,X UV for the subsample of 21 sources. The solid
vertical green (gray) line denotes the distribution mean, the green-dashed vertical (gray) line represents the median, and the green-dotted vertical (gray) lines denote
the 16th and 84th percentiles. The best-fit Gaussian function is depicted by an orange-dashed line, while the best-fit variable Gaussian function is represented by a
blue-dotted line. Right panel: the distribution of EX−UV (in magnitude) in green (gray) for the sample of 21 (58) sources. The vertical lines as well as the blue-dotted
and the orange-dashed lines have the same meaning as in the left panel.

Figure 6. The distribution of –D = - -D D Dlog log logL L L L L R L, ,X UV normal-
ized by the square root of the sum of the luminosity-distance uncertainties. The
distributions are shown for the whole sample of 58 sources (gray) and the
subsample of 21 sources (green). The vertical lines denote the same statistical
properties as in Figure 5.

15 https://ned.ipac.caltech.edu/
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spectra, which they categorized into six composite spectral
classes (Composites 1–6). Composite 1 corresponds to sources
with intrinsically blue (or optically flat) power-law continua,
while Composite 5 corresponds to reddened sources with
optically steep power-law continua. Most of the quasars belong
to rather bluer composite classes with a color excess of
EB − V< 0.04 mag, while only ∼10% are reddened.

Based on the composite spectra constructed by Richards
et al. (2003), Czerny et al. (2004) derived the extinction curve
of QSOs, which is generally similar to the Small Magellanic
Cloud extinction curve (Prevot et al. 1984), e.g., lacking the
absorption feature at 2200Å except for the shortest UV
wavelengths. The QSO extinction curve can generally be
attributed to a circumnuclear dusty shell composed of
amorphous carbon grains that lack both silicate and graphite
grains based on the corresponding missing spectral features.

In the following, we use the simplified analytical extinction
curve in Czerny et al. (2004),

( [ ]) ( )/l m= - +l

-

A

E
1.36 13 log 1 m , 13

B V

and extrapolate it to the UV/X-ray range (2500Å–2 keV).
Here Aλ is an extinction correction at wavelength λ, and EB − V

is the color excess measured between the B and V bands, which
are customarily used as the extinction measure in the optical/
UV band. Subsequently, from the inferred UV/X-ray color
excess of EX−UV=AX− AUV∼ 0.03–0.28 mag (median and
peak values, see Table 3), we can use the relation

( )l l=- -E E13 logX B V XUV UV derived from Equation (13) to
obtain the color excess of EB − V∼ 0.001–0.01 mag. This can
be interpreted to be predominantly the intrinsic color excess
expected for the majority of type I QSOs (Richards et al. 2003).
This extinction originates in the circumnuclear medium, e.g., in
an obscuring torus, a warped disk-like structure, or an
outflowing clumpy wind within ∼1 pc from the supermassive
black hole (Elvis et al. 2002; Gohil & Ballantyne 2017; Gaskell
& Harrington 2018; Gaskell et al. 2023), and the host galaxy
interstellar medium, also see Stolc et al. (2023) and Czerny
et al. (2023c) for discussions. Dust can also be present on the
scales of a few thousand gravitational radii, i.e., on subparsec
scales, within the BLR clouds (Pandey et al. 2023). Dusty
structures can be located close to a supermassive black hole on
subparsec scales, especially for lower-luminosity sources.
Considering the source at the low-luminosity end, see
Table 1, we have the UV luminosity of νUVLUV∼ 1.2×
1043 erg s−1, which implies the sublimation radius of

( ) ( )n~ - -r T L0.04 1500 K 10 erg s pcsub sub
2.8

UV UV
43 1 1 2 in the

optically thin limit (Barvainis 1987; Zajaček et al. 2014).
Actually, in the low-luminosity limit of the Galactic center,
compact dusty objects were detected on the scale of
∼1 milliparsec (Gillessen et al. 2012; Peißker et al. 2021),
hence understanding the 3D distribution and geometry of dust
in galactic nuclei as a function of their accretion rate is relevant
for estimating the intrinsic extinction in different wave bands.

Therefore, the discrepancy between luminosity distances
inferred using LX–LUV and R–L relations is expected for any
selection of QSOs. This is consistent with the finding that the
application of extinction cuts based on the hard X-ray index
and the far-UV slope (Lusso et al. 2020) only slightly mitigates

the extinction problem, as we showed in Section 6.1, by
eliminating the outliers forming the tails. However, other
qualitative properties of the EX−UV distribution, mainly the
peak shifted to positive values, persist even after applying the
extinction cuts.
We note that including many lower-luminosity QSOs in the

sample likely enhances the extinction effect. Weaver & Horne
(2022) in their study of 9242 QSOs, all located in SDSS Stripe
82, derived a median extinction EB − V of 0.1 for redshifts
around 2 and higher extinction values for lower and higher
redshifts (see their Figure A1).
Getting an estimate of the total reddening in AGN is crucial.

The typical method involves hydrogen line ratios along UV,
optical, and near-infrared wavelengths such as Lyα/Hβ,
Hα/Hβ, and Paβ/Hβ (Osterbrock & Ferland 2006; Panda 2022;
Gaskell et al. 2023). Other methods require simultaneous
measurements in a broad wavelength range (Shuder &
MacAlpine 1979; Choloniewski 1981; Cackett et al. 2007).
Unfortunately, none of these methods can be implemented for
our sample due to the lack of broadband measurements.

7. Conclusions

We find that the extinction (scattering and absorption) of
X-ray and UV photons from QSOs contributes to the
discrepancy between luminosity distances inferred using
LX–LUV and R–L relations.
For the nonzero luminosity-distance difference, i.e.,

–D = - -D D Dlog log logL L L L L R L, ,X UV , the extinction term is
equal to ( ) ( ) [ ( )]t t gD = - - ¢D elog log 2 1L Xext UV , where
τX and τUV are optical depths in the X-ray and UV domains,
respectively, and g¢ is the slope of the LX–LUV relation. We
found that the distributions of D Dlog L are asymmetric and
positively shifted for all the six cosmological models
considered. We estimated an average X-ray/UV color index
of –=-E 0.03 0.28X UV mag in our sample, based on all six
distribution median and peak values. We have shown that this
amount of extinction is mild and overall typical for the majority
of type I QSOs since it is supposed to originate in the
circumnuclear and interstellar media of host galaxies (Czerny
et al. 2004). The dust-related systematic problem does not seem
to be completely removed by standard hard X-ray and far-UV
extinction cuts; hence, some caution is necessary when
interpreting the results (Khadka & Ratra 2021, 2022). There-
fore, using at least two complementary methods for larger
samples in the future is recommended.
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Appendix A
Derivation of DL,R−L, –DL L L, X UV, and EX−UV Expressions in

the Presence of Extinction

A.1. Derivation of DL,R−L

Using the R–L relation in the form of

⎜ ⎟ ⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

( )t
b g= +

h -

L
log

days
log

10 erg s
, A13000

1

where the monochromatic luminosity L3000 can be expressed in
the form of the UV flux density at 2500Å as =L3000,int

( )p n p n=n
anD F D F4 4 2500 3000L L

2
3000, 3000

2
UV 3000, the R–L-

based luminosity distance can be evaluated as

( )

[ ( ) ]

( )

g
t b

p h

= -

- - + -

-D

F

log
1

2
log

1

2
log 4 15.036

1

2
log ,

A2

L R L,

UV

where we used αν∼−0.45 for the mean QSO continuum slope
(Vanden Berk et al. 2020). To extract the extinction term that
modifies -Dlog L R L, , we use the extinction law in the form of

= t-F F eUV UV, int UV, where FUV, int is the intrinsic QSO UV
flux density. Equation (A2) can then be rewritten as

( ) [ ( ) ]

( )

g
t b p h

t

= - - - +

- +

-D

F
e

log
1

2
log

1

2
log 4 15.036

1

2
log

log

2
,

A3

L R L,

UV, int UV

where the nonzero UV optical depth clearly increases the R–L
luminosity distance with the term t t+ ~ +0.2elog

2 UV UV.

A.2. Derivation of –DL L L, X UV

Analogously, from the LX–LUV power-law relation para-
meterized as

⎜ ⎟ ⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

( )b g= ¢ + ¢
h- - ¢ - -

L L
log

erg s Hz
log

10 erg s Hz
, A4X

1 1
UV

1 1

we can derive the LX–LUV-based luminosity distance –DL L L, X UV

that depends on X-ray and UV monochromatic flux densities at
2 keV and 2500Å FX and FUV, respectively. The relation is as
follows:

( )
( )

( ) ( )
( )

–
b g h

g
p

g
g g

=
¢ - ¢ ¢

- ¢
-

+
¢

- ¢
-

- ¢

D

F F

log
2 1

log 4

2
log

2 1

log

2 1
. A5

L L L

X

,

UV

X UV

Using the extinction laws in the UV and the X-ray domains,
= t-F F eUV UV, int UV and = t-F F eX X,int X, respectively, we can

express Equation (A5) as

( )
( )

( )
( )

( )
( )

–
b g h

g
p

g t
g

t
g

=
¢ - ¢ ¢

- ¢
-

+
¢ -

- ¢

-
-
- ¢

D

F e

F e

log
2 1

log 4

2
log log

2 1
log log

2 1
. A6

L L L

X

,

UV, int UV

X,int

X UV

By separating intrinsic flux density terms from the extinction
terms, we obtain

( )
( )

( )

( ) ( )
( )

–
b g h

g
p

g
g

t
g

t g
g

=
¢ - ¢ ¢

- ¢
-

+
¢ -

- ¢

+
- ¢

-
¢
- ¢

D

F F

e e

log
2 1

log 4

2
log log

2 1
log

2 1

log

2 1
. A7

L L L

X

,

UV, int X,int

UV

X UV

Hence, for g¢ ~ 0.6 the extinction modifies –Dlog L L L, X UV by
∼+ 0.54τX− 0.33τUV, i.e., the LX–LUV-based luminosity
distance depends more strongly on the UV optical depth
(it is decreased) than the R–L-based luminosity distance. In
addition, it is increased by the nonzero X-ray optical depth,
which is not present in the R–L-based luminosity-distance
relation. Also, it is essential to note that the extinction effect
for the LX–LUV relation depends on its slope g¢; hence,
this leads to a circularity problem in evaluating the extinction
terms.

A.3. Derivation of EX−UV

The color index between the X-ray and UV domains is
defined as EX−UV≡AX− AUV= 1.086(τX− τUV). To obtain
EX−UV, we first calculate the difference between D =Dlog L

( )– –- =- -D D D Dlog log logL L L L R L L L L L R L, , , ,X XUV UV using
Equations (A7) and (A3),

( )

( ) ( )

( )
( )

  

  

  

b g h
g

b t
g

h
g

t t
g

D

=
¢ - ¢ ¢

- ¢
+

-
- + +

-
- ¢

+
-

- ¢

d

=

A8

D

F F

e

log

2 1

log

2 2
7.518

log log

2 1

log

2 1
,

L

X

UV, int X,in

0 for intrinsic quasar emission

UV

extinction contribution

where the term ( ) [ ( )]d g+ - - ¢F Flog log 2 1UV, int X,int is
assumed to sum to zero for the intrinsic quasar emission, and
hence the luminosity-distance difference for any source is zero
without extinction. The nonzero difference is thus related to the
extinction term, from which the difference in the optical depth
is ( )t t g- = - ¢ D D e2 1 log logX LUV .
Finally, the color index EX−UV can be expressed just as

a function of the luminosity-distance difference and the slope
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g¢ of the LX–LUV relation

( )( )
( ) ( )

g
g

= - ¢ D
- ¢ D

-E e D

D

2.172 log 1 log

5.001 1 log . A9
X L

L

UV

Appendix B
δ versus ( ) [ ( )]g- - ¢F Flog log 2 1XUV Distributions

To illustrate Equation (A8), i.e., dD = +Dlog L
( ) [ ( )]g- - ¢F Flog log 2 1XUV , we compare distributions of
δ, ( ) [ ( )]g- - ¢F Flog log 2 1XUV , and their sum D Dlog L in
Figure 7 for 58 sources and flat and non-flat ΛCDM models
(distributions are similar for the other cosmological models).
The mean value of δ is always negative, while the mean
value of ( ) [ ( )]g- - ¢F Flog log 2 1XUV is positive and of
a comparable magnitude. However, their sum, which is
equivalent to the difference in luminosity-distance logarithms,
is characterized by a distribution with positive skewness and a

nonzero mean in all cases (see Figure 7 and Table 2 for the
details). This behavior can qualitatively be attributed to the
extinction term in Equation (A8) proportional to τX− τUV, from
which the color index EX−UV can be quantified using
Equation (A9). If τX> τUV, then the extinction term is positive
and the distribution ofD Dlog L is shifted to positive values. The
positive skewness is mainly given by the fact that for larger

-F Flog log XUV the optical depth difference tends to be
greater since τX> τUV for sources with a more absorbed X-ray
emission.
For the sample of 21 sources that pass the reddening criteria

of Lusso et al. (2020), the mean value of dD = +Dlog L

( ) [ ( )]g- - ¢F Flog log 2 1XUV decreases for the flat
ΛCDM model in comparison with the full sample of
58 sources (0.011 versus 0.017), see Figure 8. This implies
that the reddening cuts are beneficial for decreasing the offset;
however, the intrinsic extinction contribution seems to still be
present.

Figure 7. Comparison of distributions of the factor δ (blue histogram; see Equation (A8)), the factor ( ) [ ( )]g- - ¢F Flog log 2 1XUV (red histogram), and
( ) [ ( )]– d g- = + - - ¢-D D F Flog log log log 2 1L L L L R L X, , UVX UV (green histogram) for 58 sources for the flat and non-flat ΛCDM cosmological models in the left

and the right panels, respectively. The black solid vertical line denotes zero, while the colored dashed vertical lines (blue, green, and red) represent the means of the
corresponding distributions.
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Appendix C
EX−UV Distributions

Using Equation (12), i.e., º --E A AX XUV UV
( ) ( )g- ¢ á D ñD5.001 1 log L ext , we construct distributions of

the color index EX−UV from the luminosity-distance differences
for each source. We show histograms of EX−UV for six
cosmological models (flat and non-flat ΛCDM, XCDM, and
fCDM models from the top to the bottom rows) in Figure 9. All

of the 58 sources have EX−UV in the interval (−6,6) and the
histogram bin widths are determined based on Knuth’s rule. The
red solid vertical line represents the distribution mean, the
dashed vertical line denotes the median, and the red-dotted lines
represent the 16th and 84th percentiles. We also perform fits of
Gaussian and variable Gaussian functions to all the distributions,
which are shown by orange-dashed and blue-dotted lines,
respectively.

Figure 8. Comparison of distributions of the factor δ (blue histogram; see Equation (A8)), the factor ( ) [ ( )]g- - ¢F Flog log 2 1XUV (red histogram), and
( ) [ ( )]– d g- = + - - ¢-D D F Flog log log log 2 1L L L L R L X, , UVX UV (green histogram) for the subsample of 21 sources for the flat ΛCDM cosmological model. The

black solid vertical line denotes zero, while the colored dashed vertical lines (blue, green, and red) represent the means of the corresponding distributions.
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Figure 9. Distributions of the X-ray/UV color indices EX−UV for 58 sources for the flat and non-flat ΛCDM, XCDM, and fCDM cosmological models (from top to
bottom row). The X-ray/UV color index ( )g= - ¢ D-E D5.001 1 logX UV L is calculated based on the luminosity distances for each source and the LX–LUV relation
slope for each cosmological model. Solid red vertical lines represent EX−UV means, red-dashed vertical lines represent EX−UV medians, and red-dotted vertical lines
represent the corresponding 16th and 84th percentiles. The bin width is set based on the Knuth binning algorithm and the histogram y uncertainties for each bin are
s = Ny i i, , where Ni is the number of points in each bin. The best-fit Gaussian function is represented by an orange-dashed line, while the best-fit variable Gaussian
function is depicted by a blue-dotted line.
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Appendix D
Inference of the Reddening Using the SDSS Magnitudes

An alternative possibility to infer the reddening effect in our
sample involves using the ugrizmagnitudes from the SDSS
database. To compare the behavior of our sample, we have
adopted the blue and red quasar samples defined by Glikman et al.
(2022). They considered red quasars as sources that have
EB−V> 0.25. We have obtained the u and zmagnitudes from
the SDSS database, which are not reported by Glikman et al.
(2022). The SDSSmagnitudes for the Mg II reverberation-mapped
sample were taken from Shen et al. (2019). In all cases,
themagnitudes were corrected for galactic extinction. Color–color
plots are shown in Figure 10, where it is possible to observe the
difference between the blue and the red samples. Most of the Mg II
reverberation-mapped sources are located at the left, bluer part of
the distribution, which indicates that they have EB−V< 0.25. This
result is consistent with the one found in Section 5. In Figure 10
we also identify the 21 sources that satisfy the selection criteria of
Lusso et al. (2020), see Section 2; these exhibit the same behavior
as the full 58 source sample. Some of our sources are located in
the red quasar zone or show peculiar behavior to the rest of the
sample. We have identified three sources (SDSS J141110.95
+524815.5, SDSS J142041.78+521701.6, and SDSSJ141645.58
+534446.8) that are in the red zone or show different behavior in
at least two color–color diagrams. The consistent location of
SDSS J141110.95+524815.5 and SDSS J142041.78+521701.6
in the red quasar zone suggests that they have a high extinction.
SDSS J141645.58+534446.8 shows extreme behavior, but it is

not necessarily located in the red quasar region. However, a visual
inspection of the spectrum shows a flat continuum in the optical
range, which suggests a high degree of reddening. One of these
sources (SDSS J142041.78+521701.6) belongs to the 21 source
sample. Thus, the criteria based on the hard X-ray index and far-
UV slope criteria of Lusso et al. (2010) seem to be effective in
cleaning the sample.
Figure 11 shows the u− g and g− i distributions as a

function of redshift. Using the Calzetti et al. (2000) extinction
law, we obtained the expected change in relative color as a
function of redshift for EB − V= 0.04, 0.09, 0.15, and 0.2. We
assumed a continuum slope of α=−1.56 and α=−0.45
following the composite spectrum of Vanden Berk et al. (2001)
for u− g and g− i colors, respectively. The behavior is the
same as the one in Figure 10, red and blue quasar samples
occupy different zones in the diagrams, and most of the Mg II
reverberation-mapped sources overlap with the blue quasar
sample. The EB − V curves indicate that our sample has
EB − V< 0.2. EB −V= 0.09 is in the middle of the distribution,
which supports the results found in Section 5. In Figure 11 we
also show the limit for red sources at u− g= 0.8 according to
Richards et al. (2003), which coincides with the EB − V= 0.2
curve. Since most of the reverberation-mapped sample is to the
left of this curve, this suggests that our sample is more
consistent with a blue behavior. The EB − V curves confirm the
red color of the three sources identified above. These objects
should be excluded from future analyses.

Figure 10. Color–color diagrams for blue and red quasar (triangle symbols) samples defined by Glikman et al. (2022), and the Mg II reverberation-mapped sample
(green diamond symbols). Star symbols correspond to the 21 objects described in Section 2. Lowercase letters identify the redder objects of the Mg II reverberation-
mapped sample: (a) SDSS J141110.95+524815.5 , (b) SDSS J142041.78+521701.6 , (c) SDSS J141645.58+534446.8.
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